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an drinking coffee help people live longer? What makes a stock’s
price go up? Why did you get the flu? Causal questions like these 

arise on a regular basis, but most people likely have not thought deeply 
about how to answer them.

This book helps you think about causality in a structured way: what is a 
cause, what are causes good for, and what is compelling evidence of 
causality? Author Samantha Kleinberg shows you how to develop a set of 
tools for thinking more critically about causes. You’ll learn how to question 
claims, explain the past, make decisions based on causal information, and 
verify causes through further tests.

Whether it’s figuring out what data you need, or understanding that the 
way you collect and prepare data affects the conclusions you can draw 
from it,          will help you sharpen your causal inference skills.Why
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Praise for Samantha Kleinberg’s Why

While cutting-edge computing tools make it easy to find patterns in data, the
best insights come from understanding where those patterns come from,

and this problem can’t be solved by computers alone. Kleinberg expertly
guides readers on a tour of the key concepts and methods for identifying
causal relationships, with a clear and practical approach that makes Why

unlike any other book on the subject. Accessible yet comprehensive, Why is
essential reading for scientific novices, seasoned experts, and anyone else

looking to learn more from data.

—Andrew Therriault, PhD,
Director of Data Science, Democratic National Committee

Philosophy, economics, statistics, and logic all try to make sense of causality;
Kleinberg manages to tie together these disparate approaches in a way that’s

straightforward and practical. As more of our lives become “data driven,”
clear thinking about inferring causality from observations will be needed for

understanding policy, health, and the world around us.

—Chris Wiggins, PhD, 
Chief Data Scientist at the New York Times 

and Associate Professor at Columbia University

While causality is a central feature of our lives, there is widespread debate
and misunderstanding about it. Why lucidly explains causality without rely-

ing on prior knowledge or technical expertise. It is an accessible and enjoya-
ble read, yet it gives logical rigor and depth of analysis to complex concepts.

—David Lagnado, PhD,
Senior Lecturer, University College London
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Preface

Will drinking coffee help you live longer? Who gave you the flu? What makes a
stock’s price increase? Whether you’re making dietary decisions, blaming some-
one for ruining your weekend, or choosing investments, you constantly need to
understand why things happen. Causal knowledge is what helps us predict the
future, explain the past, and intervene to effect change. Knowing that exposure to
someone with the flu leads to illness in a particular period of time tells you when
you’ll experience symptoms. Understanding that highly targeted solicitations can
lead to political campaign donations allows you to pinpoint these as a likely cause
of improvements in fundraising. Realizing that intense exercise causes hypergly-
cemia helps people with diabetes manage their blood glucose.

Despite this skill being so essential, it’s unlikely you ever took a class on how
to infer causes. In fact, you may never have stopped to think about what makes
something a cause. While there’s much more to the story, causes basically
increase the chances of an event occurring, are needed to produce an effect, or
are strategies for making something happen. Yet, just because a medication can
cause heart attacks does not mean that it must be responsible for a particular
individual’s heart attack, and just because reducing class sizes improved student
outcomes in one place does not mean the same intervention will always work in
other areas. This book focuses on not just what inferences are possible when
everything goes right, but shows why seeming successes can be hard to replicate.
We also examine practical questions that are often ignored in theoretical discus-
sions.

There are many ways of thinking about causality (some complementary,
some competing), and it touches on many fields (philosophy, computer science,
psychology, economics, and medicine, among others). Without taking sides in
these debates, I aim to present a wide range of views, making it clear where con-
sensus exists and where it does not. Among other topics, we will explore the psy-
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chology of causality (how do people learn about causes?), how experiments to
establish causality are conducted (and what are their limits?), and how to develop
policies from causal knowledge (should we reduce sodium in food to prevent
hypertension?).

We start with what causes are and why we are often wrong when we think
we have found them (Chapters 1–3), before seeing that “when” is as important as
“why” when it comes to perceiving and using causes (Chapter 4) and finding out
how to learn about causes from observation alone (Chapter 5).

Large datasets make it possible to discover causes, rather than simply testing
our hypotheses, but it is important to realize that not all data are suitable for
causal inference. In Chapter 6 we’ll look at how features of the data affect infer-
ences that can be made, and in Chapter 7 we’ll explore how we can overcome
some of these challenges when we are able to experiment. An experiment here
could be a complex clinical trial, or just an individual comparing exercise plans.
The difference between what usually happens and what can happen in an indi-
vidual case is why we need specialized strategies for explaining events (the topic
of Chapter 8). Using causes to create effective interventions—like providing calo-
rie information on menus to reduce obesity—requires more information,
though, and many interventions can have unintended consequences (as we’ll see
in Chapter 9). This book will give you an appreciation for why finding causality is
difficult (and more nuanced and complex than news articles may lead you to
believe) and why, even though it is hard, it is an important and widely applicable
problem.

Though there are challenges, you will also see that it’s not hopeless. You’ll
develop a set of tools for thinking causally: questions to ask, red flags that should
arouse suspicion, and ways of supporting causal claims. In addition to identify-
ing causes, this book will also help you use them to make decisions based on
causal information, enact policies, and verify the causes through further tests.

This book does not assume any background knowledge and is written for a
general audience. I assume only a curiosity about causes, and aim to make the
complex landscape of causality widely accessible. To that end, we’ll focus more
on intuitions and how to understand causality conceptually than mathematical
details (actually, there won’t be any mathematical details). If you have a PhD in
computer science or statistics you may pick up some new tools and enjoy the
tour of work in other fields, but you may also yearn for more methodological
detail. Our focus here, though, is causality for everyone.

viii | Preface



Beginnings
Where do our concepts of causality
and methods for finding it come from?

In 1999, a British solicitor named Sally Clark was convicted of murdering her
two children. A few years earlier, in December 1996, her first son died suddenly
at 11 weeks of age. At the time this was ruled as a death by natural causes, but
just over a year after the first child’s death, Clark’s second son died at 8 weeks of
age. In both cases the children seemed otherwise healthy, so their sudden deaths
raised suspicions.

There were many commonalities in the circumstances: the children died at
similar ages, Clark was the one who found them dead, she was home alone with
the children, and both had injuries according to the post-mortem examination.
The first child’s injuries were initially explained as being due to resuscitation
attempts, but after the second death the injuries were reexamined and now con-
sidered suspicious. Four weeks after the second death, both parents were arres-
ted and Clark was later charged with and convicted of murder.

What are the odds of two infants in one family both dying from sudden
infant death syndrome (SIDS)? According to prosecutors in the UK, this event is
so unlikely that two such deaths would have to be the result of murder. This
argument—that one cause is so improbable that another must have occurred—
led to this now-famous wrongful conviction. It is also a key example of the conse-
quences of bad statistics and ignoring causality.

The primary reason this case has become well known among statisticians
and researchers in causality is that the prosecution created an argument centered
on, essentially, the defense’s explanation being too unlikely to be true. The prose-
cution called an expert witness, Dr. Roy Meadow, who testified that the
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probability of two SIDS deaths (cot death, in the UK) in one family is 1 in 73 mil-
lion. Prosecutors then argued that because this probability is so low, the deaths
could not have been due to natural causes and must instead have been the result
of murder.

However, this statistic is completely wrong, and even if it were right, it
should not have been used the way it was used. Meadow took a report estimating
the chance of SIDS as 1 in 8,543 and then said the probability of two deaths is 1 in
8,543×8,543—approximately 73 million.1 The reason this calculation is incorrect
is that it assumes the events are independent. When you flip a coin, whether it
comes up heads has no bearing on whether the next flip will be heads or tails.
Since the probability of each is always one half, it is mathematically correct to
multiply them together if we want to know the probability of two heads in a row.
This is what Meadow did.

The cause of SIDS is not known for sure, but risk factors include the child’s
environment, such as family smoking and alcohol use. This means that given
one SIDS death in a family, another is much more likely than 1 in 8,543 because
the children will share the same general environment and genetics. That is, the
first death gives us information about the probability of the second. This case,
then, is more like the odds of an actor winning a second Academy Award.
Awards are not randomly given out; rather, the same qualities that lead to some-
one winning the first one—talent, name recognition, connections—may make a
second more likely.

This was the crux of the problem in Clark’s case. Because the events are not
independent and there may be a shared cause of both, it is inappropriate to calcu-
late the probability with this simple multiplication. Instead, the probability of the
second death needs to take into account that the first has occurred, so we would
need to know the likelihood of a SIDS death in a family that has already had one
such death. The probability and the way it was used were so egregiously wrong
that the defense called a statistician as an expert witness during the first appeal,
and the Royal Statistical Society wrote a letter expressing its concern.2

However, miscalculation was not the only problem with the probability.
Prosecutors attempted to equate the 1/73 million figure for the probability of an
event occurring (namely, two SIDS deaths) with the probability of Clark’s inno-
cence. This type of faulty reasoning, where the probability of an event is argued
to be the probability of guilt or innocence, is actually known as the prosecutor’s
fallacy.3
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Yet we already know that an unlikely event has happened. The odds of two
SIDS deaths are small, but the odds of two children in one family dying in
infancy are also quite small. One is not simply deciding whether to accept the
explanation of SIDS, but rather comparing it against an alternative explanation.
It would be better, then, to compare the probability of two children in the same
family being murdered (the prosecution’s hypothesis) to that of two children in
the same family being affected by SIDS, given what we know about the case.

The probability of two children in one family dying from SIDS is not the
same as the probability of these particular children being affected. We have other
facts about the case, including physical evidence, whether there was a motive for
murder, and so on. These would have to be used in conjunction with the proba-
bilistic evidence (e.g., the likelihood of murder if someone has no motive, oppor-
tunity, or weapon would surely be lower than the overall rate).4

Finally, any low-probability event will eventually occur given enough trials.
The incorrectly low probability in Clark’s case (1 in 73 million) is still more than
three times that of winning the Mega Millions lottery (1 in 258 million). The odds
that you in particular will win such a lottery game are low, but the odds that
someone somewhere will win? Those are quite good. This means that using only
probabilities to determine guilt or innocence would guarantee at least some
wrongful convictions. This is because, while it is unlikely for an individual to
experience these events, given the millions of families with two children world-
wide, the event will happen somewhere.

Clark’s conviction was finally overturned after her second appeal in January
2003, after she’d spent three years in prison.

Why is the Sally Clark case an important example of failed causal thinking?
While there were many errors in how the probability was calculated, the funda-
mental problem was trying to use the probability of an event occurring to support
a particular causal conclusion. When trying to convince someone else of a causal
explanation, have you ever said “it’s just too much of a coincidence” or “what are
the odds?” Even though this type of reasoning crops up often—a new employee
starts at your company and on the same day your stapler disappears; a psychic
knows your favorite female relative’s name starts with an “M”; two key witnesses
remember the suspect wearing a red flannel shirt—saying something is so
unlikely to happen by chance that the only reasonable explanation is a causal con-
nection is simply incorrect. As we’ve seen, the probability of an unlikely event
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happening to an individual may be low, but the probability of it happening some-
where is not. Getting causal explanations wrong can also have severe conse-
quences beyond wrongful convictions, such as leading to wasted time and effort
exploring a drug that will never work, or yielding ineffective and costly public pol-
icies.

This book is about doing better. Rigorous causal thinking means interrogat-
ing one’s assumptions, weighing evidence, investigating alternate explanations,
and identifying those times when we simply cannot know why something hap-
pened. Sometimes there is just not enough information or information of the
right type to judge, but being able to know and communicate that is important.
At a minimum, I hope you’ll become more skeptical about the causal claims you
hear (we’ll discuss what questions one can ask to evaluate these claims as well as
red flags to watch out for), but we’ll also tackle how to find causes in the first
place, develop compelling evidence of causality, and use causes to guide future
actions.

What is a cause?

Take a moment and try to come up with a definition of “cause.”
If you are like the students in my causal inference class, you probably got

halfway through your definition before you started interrupting yourself with
possible objections. Perhaps you qualified your statement with phrases like “well,
most of the time,” or “but not in every case,” or “only if…” But your answer likely
included some features like a cause bringing about an effect, making an effect
more likely, having the capability to produce an effect, or being responsible for an
effect. There’s a general idea of something being made to happen that otherwise
wouldn’t have occurred.

While it won’t be correct in all cases, in this book “cause” generally means
something: that makes an effect more likely, without which an effect would or
could not occur, or that is capable of producing an effect under the right circum-
stances.

One of the earliest definitions of causes came from Aristotle, who formula-
ted the problem as trying to answer “why” questions.5 So if we ask why some-
thing is the case, someone might explain how the phenomenon is produced
(heating water creates vapor), what it is made from (hydrogen and oxygen bond
to form water), what form it takes (the essence of a chair is something raised off
the ground that has a back and is for one person to sit on), or why it is done (the
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purpose of a vaccine is preventing disease). Yet when we seek causes, what we
often want to know is why one thing happened instead of another.

While there were other intermediate milestones after Aristotle (such as Aqui-
nas’s work in the 13th century), the next major leap forward was during the scien-
tific revolution, toward the end of the Renaissance. This period saw major
advances from Galileo, Newton, Locke, and others, but it was David Hume’s
work in the 18th century that became fundamental to all of our current thinking
on causality and our methods for finding it.6 That’s not to say Hume got every-
thing right (or that everyone agrees with him—or even agrees on what he
believed), but he reframed the question in a critical way.

Instead of asking only what makes something a cause, Hume separated this
into two questions: what is a cause? and how can we find causes? More importantly,
though, instead of seeking some special feature that distinguishes causes from
non-causes, Hume distilled the relationship down to, essentially, regular occur-
rence. That is, we learn about causal relationships by regularly observing patterns
of occurrence, and we can learn about causes only through experiencing these
regular occurrences.

While a mosquito bite is a necessary precursor to malaria, the sudden uptick
in ice cream vendors in the spring, on the other hand, is not necessary for the
weather to get warmer. Yet through observation alone, we cannot see the differ-
ence between regular occurrence (weather/ice cream) and necessity (mosquito/
malaria). Only by seeing a counterexample, such as an instance of warm weather
not preceded by a surge in ice cream stands, can we learn that the vendors are
not necessary to the change in temperature.

It’s taken for granted here that the cause happens before, rather than after or
at the same time as the effect. We’ll discuss this more in Chapter 4 with exam-
ples of simultaneous causation from physics, but it’s important to note other
ways a cause may not seem to happen before its effect. Specifically, our observa-
tion of the timing of events may not be faithful to the actual timing or the rela-
tionship itself. When a gun fires, a flash and then a loud noise follow. We may be
led to believe, then, that the flash causes the noise since it always precedes the
sound, but of course the gun being fired causes both of these events. Only by
appealing to the common cause of the two events can we understand this regu-
larity.

In other cases we may not be able to observe events at the time they actually
occur, so they may appear to be simultaneous, even if one actually takes place
before the other. This happens often in data from medical records, where a
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patient may present with a list of symptoms that are then noted alongside their
medications. It may seem that the symptoms, diagnoses, and their prescriptions
are happening simultaneously (as they’re recorded during one visit), even if the
medication was actually taken before symptoms developed (leading to the visit).
Timings may also be incorrect due to data being collected not at the time of the
event, but rather from recollection after the fact. If I ask when your last headache
was, unless you made notes or it was very recent and fresh in your mind, the tim-
ing you report may deviate from the true timing, and will likely be less reliable as
time passes after the event.7 Yet to determine whether a medication is actually
causing side effects, the ordering of events is one of the most critical pieces of
information.

Finally, Hume requires that not only is the cause earlier than the effect, but
that cause and effect should be nearby (contiguous) in both time and space. It
would be difficult to learn about a causal relationship with a long delay or with
the cause far removed from the effect, as many other factors may intervene in
between the two events and have an impact on the outcome. Imagine a friend
borrows your espresso machine, and two months after she returns it you find
that it’s broken. It would be much harder to pin the damage on your friend than
it would be if she’d returned the machine broken (in fact, psychological experi-
ments show exactly this phenomenon when people are asked to infer causal rela-
tionships from observations with varying time delays8). Similarly, if a person is
standing a few feet away from a bookcase when a book falls off the shelf, it seems
much less likely that he was the cause of the book falling than a person standing
much closer to the shelf. On the other hand, when a pool cue hits a billiard ball,
the ball immediately begins to travel across the table, making this connection
much easier to discern.

The challenge to this proximity requirement is that some causal relation-
ships do not fit this pattern, limiting the cases the theory applies to and our abil-
ity to make inferences. For example, there is no contiguity in the sense Hume
stipulates when the absence of a factor causes an effect, such as lack of vitamin C
causing scurvy. If we allow that a psychological state (such as a belief or inten-
tion) can be a cause, then we have another case of a true causal relationship with
no physical chain between cause and effect. A student may do homework
because he wants to earn an A in a class. Yet the cause of doing homework is the
desire for a good grade, and there’s not a physical connection between this desire
and taking the action. Some processes may also occur over very long timescales,
such as the delay between an environmental exposure and later health problems.
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Even if there’s a chain of intermediate contiguous events, we do not actually
observe this chain.9

In Hume’s view, repeatedly seeing someone pushing a buzzer and then
hearing a noise (constant conjunction) is what leads you to infer that pushing the
buzzer results in the noise. You make the inference because you see the person’s
finger make contact (spatial contiguity) with the button, this contact happens
before the noise (temporal priority), and the noise results nearly immediately
after (temporal contiguity). On the other hand, if there was a long delay, or the
events happened at the same time, or the noise didn’t always result, Hume’s view
is that you could not make this inference. We also could not say that pushing the
button is essential to the noise, only that we regularly observe this sequence of
events. There’s more to the story, as we’ll discuss in Chapter 5, but the basic idea
here is to distinguish 1) between a cause being necessary for its effect to occur
and merely seeing that a cause is regularly followed by its effect, and 2) between
what the underlying relationship is and what we can learn from observation.

Note that not everyone agreed with Hume. Kant, in particular, famously dis-
agreed with the very idea of reducing causality to regularities, arguing that neces-
sity is the essential feature of a causal relationship and because we can never
infer necessity empirically, causes cannot be induced from observations. Rather,
he believed, we use a priori knowledge to interpret observations causally.10

While most definitions of causality are based on Hume’s work, none of the
ones we can come up with cover all possible cases and each one has counterex-
amples another does not. For instance, a medication may lead to side effects in
only a small fraction of users (so we can’t assume that a cause will always pro-
duce an effect), and seat belts normally prevent death but can cause it in some
car accidents (so we need to allow for factors that can have mixed producer/
preventer roles depending on context).

The question often boils down to whether we should see causes as a funda-
mental building block or force of the world (that can’t be further reduced to any
other laws), or if this structure is something we impose. As with nearly every
facet of causality, there is disagreement on this point (and even disagreement
about whether particular theories are compatible with this notion, which is called
causal realism). Some have felt that causes are so hard to find as for the search to
be hopeless and, further, that once we have some physical laws, those are more
useful than causes anyway. That is, “causes” may be a mere shorthand for things
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like triggers, pushes, repels, prevents, and so on, rather than a fundamental
notion.11

It is somewhat surprising, given how central the idea of causality is to our
daily lives, but there is simply no unified philosophical theory of what causes are,
and no single foolproof computational method for finding them with absolute
certainty. What makes this even more challenging is that, depending on one’s
definition of causality, different factors may be identified as causes in the same
situation, and it may not be clear what the ground truth is.

Say Bob gets mugged and his attackers intend to kill him. However, in the
middle of the robbery Bob has a heart attack and subsequently dies. One could
blame the mechanism (heart attack), and trace the heart attack back to its roots in
a genetic predisposition that leads to heart attack deaths with high probability, or
blame the mugging, as without it the heart attack would not have occurred. Each
approach leads to a different explanation, and it is not immediately obvious
whether one is preferable or if these are simply different ways of looking at a sit-
uation. Further, the very idea of trying to isolate a single cause may be misgui-
ded. Perhaps the heart attack and robbery together contributed to the death and
their impacts cannot be separated. This assessment of relative responsibility and
blame will come up again in Chapters 8 and 9, when we want to find causes of
specific events (why did a particular war happen?) and figure out whether policies
are effective (did banning smoking in bars improve population health in New
York City?).

Despite the challenges in defining and finding causes, this problem is not
impossible or hopeless. While the answers are not nearly as clear-cut as one
might hope (there will never be a black box where you put in data and output
causes with no errors and absolute certainty), a large part of our work is just fig-
uring out which approach to use and when. The plurality of viewpoints has led to
a number of more or less valid approaches that simply work differently and may
be appropriate for different situations. Knowing more than one of these and how
they complement one another gives more ways to assess a situation. Some may
cover more cases than others (or cases that are important to you), but it’s impor-
tant to remember that none are flawless. Ultimately, while finding causes is diffi-
cult, a big part of the problem is insisting on finding causes with absolute
certainty. If we accept that we may make some errors and instead aim to be
explicit about what it is we can find and when, then we can try, over time, to
expand the types of scenarios methods can handle, and will at least be able to
accurately describe methods and results. This book focuses on laying out the ben-
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efits and limitations of the various approaches, rather than making methodologi-
cal recommendations, since these are not absolute. Some approaches do better
than others with incomplete data, while others may be preferable for situations
in which the timing of events is important. As with much in causality, the
answer is usually “it depends.”

Causal thinking is central to the sciences, law, medicine, and other areas
(indeed, it’s hard to think of a field where there is no interest in or need for
causes), but one of the downsides to this is that the methods and language used
to describe causes can become overly specialized and seem domain-specific. You
might not think that neuroscience and economics have much in common, or that
computer science can address psychological questions, but these are just a few of
the growing areas of cross-disciplinary work on causality. However, all of these
share a common origin in philosophy.

How can we find causes?

Philosophers have long focused on the question of what causes actually are,
though the main philosophical approaches for defining causality and computa-
tional methods for finding it from data that we use today didn’t arise until the
1970s and ’80s. While it’s not clear whether there will ever be a single theory of
causality, it is important to understand the meaning of this concept that is so
widely used, so we can think and communicate more clearly about it. Any advan-
ces here will also have implications for work in computer science and other
areas. If causation isn’t just one thing, for example, then we’ll likely need multi-
ple methods to find and describe it, and different types of experiments to test
people’s intuitions about it.

Since Hume, the primary challenge has been: how do we distinguish
between causal and non-causal patterns of occurrence? Building on Hume’s
work, three main methods emerged during the 1960s and ’70s. It’s rarely the
case that a single cause has the ability to act alone to produce an effect, so instead
John L. Mackie developed a theory that represents sets of conditions that together
produce an effect.12 This better excludes non-causal relationships and accounts
for the complexity of causes. Similarly, many causal relationships involve an ele-
ment of chance, where causes may merely make their effects more likely without
necessitating that they occur in every instance, leading to the probabilistic
approaches of Patrick Suppes and others.13 Hume also gave rise to the counterfac-
tual approach, which seeks to define causes in terms of how things would have
been different had the cause not occurred.14 This is like when we say someone
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was responsible for winning a game, as without that person’s efforts it would not
have been won.

All of this work in philosophy may seem divorced from computational meth-
ods, but these different ways of thinking about causes give us multiple ways of
finding evidence of causality. For computer scientists, one of the holy grails of
artificial intelligence is being able to automate human reasoning. A key compo-
nent of this is finding causes and using them to form explanations. This work
has innumerable practical applications, from robotics (as robots need to have
models of the world to plan actions and predict their effects) to advertisement
(Amazon can target their recommendations better if they know what makes you
hit “buy now”) to medicine (alerting intensive care unit doctors to why there is a
sudden change in a patient’s health status). Yet to develop algorithms (sequences
of steps to solve a problem), we need a precise specification of the problem. To
create computer programs that can find causes, we need a working definition of
what causes are.

In the 1980s, computer scientists led by Judea Pearl showed that philosophi-
cal theories that define causal relationships in terms of probabilities can be repre-
sented with graphs, which allow both a visual representation of causal
relationships and a way to encode the mathematical relationships between vari-
ables. More importantly, they introduced methods for building these graphs
based on prior knowledge and methods for finding them from data.15 This
opened the door to many new questions. Can we find relationships when there’s
a variable delay between cause and effect? If the relationships themselves change
over time, what can we learn? Computer scientists have also developed methods
for automating the process of finding explanations and methods for testing
explanations against a model. Despite many advances over the past few decades,
many challenges remain—particularly as our lives become more data-driven.
Instead of carefully curated datasets collected solely for research, we now have a
plethora of massive, uncertain, observational data. Imagine the seemingly simple
problem of trying to learn about people’s relationships from Facebook data. The
first challenge is that not everyone uses Facebook, so you can study only a subset
of the population, which may not be representative of the population as a whole
or the particular subpopulation you’re interested in. Then, not everyone uses
Facebook in the same way. Some people never indicate their relationship status,
some people may lie, and others may not keep their profiles up-to-date.

Key open problems in causal inference include finding causes from data that
are uncertain or have missing variables and observations (if we don’t observe
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smoking, will we erroneously find other factors to cause lung cancer?), finding
complex relationships (what happens when a sequence of events is required to
produce an effect?), and finding causes and effects of infrequent events (what
caused the stock market flash crash of 2010?).

Interestingly, massive data such as from electronic health records are bring-
ing epidemiology and computational work on health together to understand fac-
tors that affect population health. The availability of long-term data on the health
of large populations—their diagnoses, symptoms, medication usage, environ-
mental exposures, and so on—is of enormous benefit to research trying to under-
stand factors affecting health and then using this understanding to guide public
health interventions. The challenges here are both in study design (traditionally a
focus of epidemiology) and in efficient and reliable inference from large datasets
(a primary focus of computer science). Given its goals, epidemiology has had a
long history of developing methods for finding causes, from James Lind random-
izing sailors to find causes of scurvy,16 to John Snow finding contaminated water
pumps as a cause of cholera in London,17 to the development of Koch’s postulates
that established a causal link between bacteria and tuberculosis,18 to Austin Brad-
ford Hill’s linking smoking to lung cancer and creating guidelines for evaluating
causal claims.19

Similarly, medical research is now more data-driven than ever. Hospitals as
well as individual practices and providers are transitioning patient records from
paper charts to electronic formats, and must meet certain meaningful use criteria
(such as using the data to help doctors make decisions) to qualify for incentives
that offset the cost of this transition. Yet many of the tasks to achieve these crite-
ria involve analyzing large, complex data, requiring computational methods.

Neuroscientists can collect massive amounts of data on brain activity
through EEG and fMRI recordings, and are using methods from both computer
science and economics to analyze these. Data from EEG records are essentially
quantitative, numerical recordings of brain activity, which is structurally not that
different from stock market data, where we may have prices of stocks and volume
of trades over time. Clive Granger developed a theory of causality in economic
time series (and later won a Nobel Prize for this work), but the method is not
specific to economics and has been applied to other biological data, such as gene
expression arrays (which measure how active genes are over time).20

A key challenge in economics is determining whether a policy, if enacted,
will achieve a goal. This is very similar to concerns in public health, such as try-
ing to determine whether reducing the size of sodas sold will reduce obesity. Yet
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this problem is one of the most difficult we face. In many cases, enacting the pol-
icy itself changes the system. As we will see in Chapter 9, the hasty way a class
size reduction program was implemented in California led to very different
results than the original class size reduction experiment in Tennessee. An inter-
vention may have a positive effect if everything stays the same, but the new policy
can also change people’s behavior. If seat belt laws lead to more reckless driving,
it becomes more challenging to figure out the impact of the laws and determine
whether to overturn them or enact further legislation if the death rate actually
goes up.

Finally, for psychologists, understanding causal reasoning—how it develops,
what differences there are between animals and humans, when it goes wrong—is
one of the keys to understanding human behavior. Economists too want to
understand why people behave as they do, particularly when it comes to their
decision-making processes. Most recently, psychologists and philosophers have
worked together using experimental methods to survey people’s intuitions about
causality (this falls under the umbrella of what’s been called experimental philos-
ophy, or X-Phi21). One key problem is disentangling the relationship between
causal and moral judgment. If someone fabricates data in a grant proposal that
gets funded, and other honest and worthy scientists are not funded because there
is a limited pool of money, did the cheater cause them not to be funded? We can
then ask if that person is to blame and whether our opinions about the situation
would change if everyone else cheats as well. Understanding how we make
causal judgments is important not just to better make sense of how people think,
but also for practical reasons like resolving disagreements, improving education
and training,22 and ensuring fair jury trials. As we’ll see throughout this book, it
is impossible to remove all sources of bias and error, but we can become better at
spotting cases where these factors may intrude and considering their effects.

Why do we need causes?

Causes are difficult to define and find, so what are they good for—and why do we
need them? There are three main things that either can be done only with
causes, or can be done most successfully with causes: prediction, explanation,
and intervention.

First, let’s say we want to predict who will win a presidential election. Pun-
dits find all sorts of patterns, such as a Republican must win Ohio to win the
election, no president since FDR has been reelected when the unemployment
rate is over 7.2%,23 or only men have ever won presidential elections in the US (as
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of the time of writing, at least).24 However, these are only patterns. We could
have found any number of common features between a set of people who were
elected, but they don’t tell us why a candidate has won. Are people voting based
on the unemployment rate, or does this simply provide indirect information
about the state of the country and economy, suggesting people may seek change
when unemployment is high? Even worse, if the relationships found are just a
coincidence, they will eventually fail unexpectedly. It also draws from a small
dataset; the US has only had 44 presidents, fewer than half of whom have been
reelected.

This is the problem with black boxes, where we put some data in and get
some predictions out with no explanation for the predictions or why they should
be believed. If we don’t know why these predictions work (why does winning a
particular state lead to winning the election?), we can never anticipate their fail-
ure. On the other hand, if we know that, say, Ohio “decides” an election simply
because its demographics are very representative of the nation as a whole and it
is not consistently aligned with one political party, we can anticipate that if there
is a huge change in the composition of Ohio’s population due to immigration,
the reason why it used to be predictive no longer holds. We can also conduct a
national poll to get a more direct and accurate measure, if the state is only an
indirect indicator of national trends. In general, causes provide more robust ways
of forecasting events than do correlations.

As a second example, say a particular genetic variation causes both increased
exercise tolerance and increased immune response. Then we might find that
increased exercise tolerance is a good indicator of someone’s immune response.
However, degree of exercise tolerance would be a very rough estimate, as it has
many causes other than the mutation (such as congestive heart failure). Thus,
using only exercise tolerance as a diagnostic may lead to many errors, incorrectly
over-or underestimating risk. More importantly, knowing that the genetic varia-
tion causes both yields two ways to measure risk, and ensures we can avoid col-
lecting redundant measurements. It would be unnecessary to test for both the
gene and exercise tolerance, since the latter is just telling us about the presence
of the former. Note, though, that this would not be the case if the genetic tests
were highly error-prone. If that were true then exercise data might indeed pro-
vide corroborating evidence. Finally, it may be more expensive to send a patient
to an exercise physiology lab than to test for a single genetic variant. Yet, we
couldn’t weigh the directness of a measure versus its cost (if exercise testing were
much cheaper than genetic testing, we might be inclined to start there even
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though it’s indirect) unless we know the underlying causal relationships between
these factors. Thus, even if we only aim to make predictions, such as who will
win an election or what a patient’s risk of disease is, understanding why factors
are predictive can improve both the accuracy and cost of decision-making.

Now say we want to know why some events are related. What’s the connec-
tion between blurred vision and weight loss? Knowing only that they often
appear together doesn’t tell us the whole story. Only by finding that they share a
cause—diabetes—can we make sense of this relationship. The need for causes in
this type of explanation may seem obvious, but it is something we engage in con-
stantly and rarely examine in depth.

You may read a study that says consumption of red meat is linked to a higher
mortality rate, but without knowing why that is, you can’t actually use this infor-
mation. Perhaps meat eaters are more likely to drink alcohol or avoid exercise,
which are themselves factors that affect mortality. Similarly, even if the increase
in mortality is not due to correlation with other risk factors, but has something to
do with the meat, there would be very different ways to reduce this hazard
depending on whether the increase in mortality is due to barbecue accidents or
due to consumption of the meat itself (e.g., cooking meat in different ways versus
becoming vegetarian). What we really want to know is not just that red meat is
linked with death, but that it is in fact causing it. I highlight this type of state-
ment because nearly every week the science sections of newspapers contain
claims involving diet and health (eggs causing or preventing various ailments,
coffee increasing or decreasing risk of death). Some studies may provide evi-
dence beyond just correlation in some populations, but all merit skepticism and
a critical investigation of their details, particularly when trying to use them to
inform policies and actions (this is the focus of Chapter 9).

In other cases, we aim to explain single events. Why were you late to work?
Why did someone become ill? Why did one nation invade another? In these
cases, we want to know who or what is responsible for something occurring.
Knowing that traffic accompanies lateness, people develop various illnesses as
they age, and many wars are based on ideological differences doesn’t tell us why
these specific events happened. It may be that you were late because your car
broke down, that Jane became ill due to food poisoning, and that a particular war
was over territory or resources.

Getting to the root of why some particular event happened is important for
future policy making (Jane may now avoid the restaurant that made her ill, but
not the particular food she ate if the poisoning was due to poor hygiene at the
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restaurant) and assessing responsibility (who should Jane blame for her illness?),
yet it can also be critical for reacting to an event. A number of diseases and medi-
cations prescribed for them can cause the same symptoms. Say that chronic kid-
ney disease can lead to renal failure, but a medication prescribed for it can also,
in rare cases, cause the same kidney damage. If a clinician sees a patient with the
disease taking this medication, she needs to know specifically whether the dis-
ease is being caused by the medication in this patient to determine an appropri-
ate treatment regimen. Knowing it is generally possible for kidney disease to
occur as a result of taking medication doesn’t tell her whether that’s true for this
patient, yet that’s precisely the information required to make a decision about
whether to discontinue the medication.

Potentially the most important use of causal knowledge is for intervention.
We don’t just want to learn why things happen; we want to use this information
to prevent or produce outcomes. You may want to know how to modify your diet
to improve your health. Should you take vitamins? Become vegetarian? Cut out
carbohydrates? If these interventions are not capable of producing the outcome
you want, you can avoid making expensive or time-consuming changes. Simi-
larly, we must consider degrees. Maybe you hear that a diet plan has a 100% suc-
cess rate for weight loss. Before making any decisions based on this claim, it
helps to know how much weight was lost, how this differed between individuals,
and how the results compare to other diets (simply being cognizant of food
choices may lead to weight loss). We both want to evaluate whether interventions
already taken were effective (did posting calorie counts in New York City improve
population health?) and predict the effects of potential future interventions (what
will happen if sodium is lowered in fast food?).

Governments need to determine how their policies will affect the population,
and similarly must develop plans to bring about the changes they desire. Say
researchers find that a diet high in sodium is linked to obesity. As a result, law-
makers decide to pass legislation aimed at reducing sodium in restaurants and
packaged foods. This policy will be completely ineffective if the only reason
sodium and obesity are linked is because high-calorie fast food is the true cause
and happens to be high in sodium. The fast food will still be consumed and
should have been targeted directly to begin with. We must be sure that interven-
tions target causes that can actually affect outcomes. If we intervene only on
something correlated with the effect (for instance, banning matches to reduce
lung cancer deaths due to smoking), then the interventions will be ineffective.
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As we’ll discuss later, it gets more complicated when interventions have side
effects. So, we need to know not only the causes of an outcome, but also the
effects of the outcome as well. For example, increasing physical activity leads to
weight loss, but what’s called the compensation effect can lead people to con-
sume more calories than they’re burning (and thus not only not lose weight, but
actually gain weight). Rather than finding isolated links between individual vari-
ables, we need to develop a broader picture of the interconnected relationships.

What next?

Why are people prone to seeing correlations where none exist? How do juries
assess the causes for crimes? How can we design experiments to figure out
which medication an individual should take? As more of our world becomes
driven by data and algorithms, knowing how to think causally is not going to be
optional. This skill is required for both extracting useful information from data
and navigating everyday decision-making. Even if you do not do research or ana-
lyze data at work, the potential uses of causal inference may affect what data you
share about yourself and with whom.

To reliably find and use causes, we need to understand the psychology of
causation (how we perceive and reason about causes), how to evaluate evidence
(whether from observations or experiments), and how to apply that knowledge to
make decisions. In particular, we will examine how the data we gather—and how
we manipulate these data—affects the conclusions that can be drawn from it. In
this book we explore the types of arguments that can be assembled for and
against causality (playing both defense and prosecution), how to go beyond cir-
cumstantial evidence using what we learn about the signs of causality, and how
to reliably find and understand these signs.
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Psychology
How do people learn about causes?

In 1692, two girls in Salem, Massachusetts, started behaving strangely. Abigail
Williams (age 11) and Elizabeth Parris (age 9) were suddenly overcome with fits
and convulsions. With no apparent physical cause, their doctor suggested that
their odd behavior might be the result of witchcraft. Soon after, several other girls
were afflicted with the same condition, and more than a dozen people were
accused of witchcraft.

Explanations for the resulting Salem witchcraft trials have centered on mass
hysteria and fraud, but nearly 300 years later a new hypothesis emerged: ergot
poisoning.1 When ergot (a type of fungus that can grow on rye and other grains)
is consumed, it can lead to ergotism, a disease with symptoms including seiz-
ures, itching, and even psychological effects. The arguments made in favor of the
ergot hypothesis used weather records from the time to suggest that the condi-
tions were right for it to grow and that the rye would have been harvested and
consumed around the time of the accusations. While this seems to imply that
many other people would have eaten the rye without being affected (weakening
the case for this hypothesis), children are more susceptible to ergotism, making
it plausible that only they would experience the ill effects. Further, another histor-
ian found correlations between areas with witchcraft trials, and rye prices and
harvest times.2

Ergot seemed like a plausible explanation, but there was some conflicting
evidence. While the same ergot can lead to two types of poisoning, one gangre-
nous and one convulsive, there is no record of a gangrene outbreak in Salem.
And though the convulsive form can cause the symptoms described, it is more
likely to affect entire households, to the point that it was once thought to be
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infectious.3 It also tends to strike younger children, while the affected girls were
mostly teenagers. Most incongruous, though, was that the girls’ symptoms
seemed to depend on the presence of the so-called witches, and they often
appeared much healthier outside of court. If the symptoms were a result of the
ergot poisoning, it seems unlikely that they should change so dramatically based
on who is present.

While ergot poisoning was refuted as an explanation,4 papers on the theory
were reported on in the New York Times as recently as 1982.5 In each time and
place, people were willing to believe causal explanations that did not completely
fit with the data, but that were compatible with their current knowledge. In the
17th century, witchcraft was considered a reasonable explanation; facts support-
ing that hypothesis would have been highlighted, despite highly biased and
unscientific tests such as “spectral evidence” (the accuser seeing a vision of the
accused harming them). In the 20th century, a scientific explanation like poison-
ing was more understandable, even though it failed to explain how the symptoms
manifested in a small group of teenagers.

Witchcraft was considered a reasonable explanation in the 1600s because
our knowledge of causes is a combination of what we can perceive, what we infer
from experience, and what we already know. Knowledge of physics gives you an
understanding that striking a ball causes it to move. But if you had previously
learned that the Earth was flat or that witchcraft could move items across a room,
then you may have different predictions and explanations for a ball moving
across a pool table.

Knowing where we excel at finding causes and where we are prone to errors
can help us develop better software for analyzing data and can also help us in
daily life. In this chapter we look at how our understanding of causality develops
over time and how we learn about causes from observing and interacting with
the world. When we want to judge a person’s actions, such as blaming someone
for making us late to work, or deciding whether to praise another person for driv-
ing carefully, our reasoning goes beyond just causality. Examining what other
factors, like expectations, contribute to these judgments of responsibility can help
us better understand this behavior. Yet you and I can also disagree about what
causes an event like winning a race. Indeed, what we learn about causal judg-
ments from studies of one population may not apply in another, so we will look
at some of the social and cultural factors that contribute. Finally, we’ll discuss
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why we are so susceptible to causal fallacies and why false causal beliefs (like
superstitions) persist even after we know that we are prone to them.

Finding and using causes

How did you first figure out that flipping a switch causes a lamp to turn on? How
do you know that firing a gun causes a loud noise and not the other way around?
There are two main parts to how we learn about causes: perception (a direct expe-
rience of causality) and inference (indirectly deducing causality from noncausal
information).

When we perceive causes, we are not mapping what we observe to our prior
knowledge with a sort of pattern recognition, but are experiencing causality.
When you see a brick go through a window, a billiard ball strike another and
make it move, or a match light a candle, you have an impression of causality
based on the sensory input. In contrast, the causes of phenomena such as food
poisoning, wars, and good health, for example, cannot be directly perceived and
must be inferred based on something other than direct observation.

The idea that we can in fact perceive causality is somewhat controversial
within philosophy and in direct opposition to Hume’s view that we can learn only
from observed patterns. As we’ll see throughout this chapter, though, there is
compelling experimental evidence for causal perception. Instead of using other
cues to get at causes, perception suggests that there is some brain process that
takes input and categorizes it as causal or noncausal. While work in psychology
has provided evidence of the ability to perceive causality, the question remains as
to whether inference and perception are really separable processes. Some experi-
ments to test this used cases where perceptions and judgments would be in con-
flict, since if perception and judgment were one process then the answers in both
cases should be the same. These studies did demonstrate that people came to
different conclusions in cases evaluating perception and judgment, but since
they relied on people describing their intuitions, it was not possible to completely
isolate perception.6

It is difficult to devise experiments that can separate the processes (ensuring
that judgment can proceed without perception, and vice versa), but studies
involving split-brain individuals provide some clues. In these patients the con-
nection between the hemispheres of the brain is partly or completely severed, so
any information traveling between them will be delayed. This is useful for per-
ception studies: if perception and inference are primarily handled by different
hemispheres, they may be exhibited independently. By presenting stimuli to one
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part of the visual field at a time, researchers can control which hemisphere of the
brain receives the input. While individuals with intact brains showed no differ-
ences when performing the causal perception and inference tasks, the two split-
brain patients demonstrated significant differences in their ability to perceive and
infer causality depending on which side of the brain was doing the task. Thus, it
seems that inference can be separated from perception, and different brain
regions may indeed be involved in each process.7

PERCEPTION

These studies have shown that it can happen independently of inference, but
when exactly do we perceive causality? Albert Michotte’s fundamental work on
causal perception demonstrated that when people are shown images of one
shape moving toward another, hitting it, and the second shape moving, they per-
ceive the second as being “launched” by the first.8 This is remarkably true even
though these are just images, rather than physical objects, and many other
researchers have replicated the work and observed the same results. While
Michotte’s work is fundamental to the psychology of causation, his experiments
with delays and gaps between events also provide many insights into how time
affects these perceptions, so we’ll pick up with those in Chapter 4.

One of the keys to uncovering how our understanding of causality develops
and how much is learned comes from studies of infants. The idea is that if we
can perceive causality directly, infants should have this ability too. Of course, test-
ing whether infants perceive causality is a difficult thing since they can’t be asked
about their impressions, as the participants in Michotte’s studies were.

Since there’s some evidence that infants look longer at new things, research-
ers habituate them to a particular sequence of events and then compare how long
they look at the reverse sequence. Infants saw videos with launching sequences
(more on these in Chapter 4), which are similar to what happens when a billiard
ball hits another one that was initially at rest. The first ball transfers its momen-
tum to the second, which then moves in the same direction the first had been
moving. The videos were played normally and then reversed (hit rewind and it
looks like the second ball hit the first) and similar sequences without launching
(such as two shapes both traveling in the same direction without touching) were
also played forward and backward. The main finding is that infants looked longer
at the reversed causal sequence. Since both scenes changed direction, though,
there shouldn’t be a difference in looking time if the causal sequence isn’t per-
ceived to contain a change that the non-causal one does not (i.e., cause and effect
are swapped).9
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Even though causal perception seems apparent very early on, other studies
have shown differences in responses between 6- and 10-month-old infants in
terms of ability to perceive causality with more complex events, like when a ball
is hit off-center.10 More generally, research has indicated that perception develops
with age. While 6- to 10-month-olds can perceive simple causality between two
objects, experiments with causal chains (sequences of causation, such as a green
ball striking a red ball, and the red ball then striking a blue one) showed that
while 15-month-olds and adults perceive this causality, 10-month-old infants do
not.10 Studies comparing the perception of older children and adults are challeng-
ing, though, since differences may be due to differences in verbal ability.
Research testing 3- to 9-year-olds that simplified the task and provided a limited
set of pictorial responses found advanced causal reasoning in even the youngest
participants but still observed some changes with age.12

The largest performance differences between ages seem to occur when per-
ception and inference conflict, as younger children rely more on perceptual
knowledge and adults rely on further knowledge about a situation. In one experi-
ment, two mechanisms (one fast and one slow) were hidden in a box and each
could ring a bell. With the fast mechanism, a ball placed in the box would imme-
diately ring the bell, and with the slow one the bell would ring after a delay. Even
after being familiarized with the two mechanisms and knowing which one was
in the box, perceptual cues still overrode inferences in the 5-year-olds tested,
while the 9- and 10-year-olds and adults were able to infer the correct cause, and
7-year-olds were somewhere in between (with accuracy at about 50/50). When
the slow mechanism is in the box, one ball is placed in the box and another is
added after a pause. Because of the mechanism’s lag, immediately after the sec-
ond ball enters, the bell rings, yet there is no way it could be due to that ball since
the mechanism cannot work that quickly. Even though it physically could not
have caused the ringing, the younger children still chose the second ball as the
cause.13

Many perception studies, starting with Michotte’s, ask participants directly
for their opinions about a scene, such as having them describe what they
observed. However, this does not capture the innate reactions involved in percep-
tion. Recently, researchers have used eye tracking in adults to get around this.
Instead of testing how long participants looked at something, researchers meas-
ured where participants looked, and showed that, in a launching-type sequence,
people anticipate the causal movement and move their focus accordingly.14 That
is, whether or not the participants would say the sequence is causal, their
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expectation of how the events will unfold shows that they expect the movement
of an object to be caused by contact with another. A later study that recorded both
eye movement and causal judgments from participants (as in Michotte’s studies)
found that while in simple sequences these were correlated, once delays were
introduced eye movement and causal judgment were no longer correlated across
participants.15

While it was primarily children who demonstrated a bias toward perception
in a research setting with simple scenarios, the credence we give to causal per-
ceptions can lead adults astray as well. If you hear a loud noise and the light in
the room turns off, you might think that these events are linked, yet the timing of
the noise and someone flipping the light switch may be just a coincidence. The
features that lead to faulty perceptions of causality, like the timing of events and
spatial proximity, can lead to faulty judgments of causality as well. We often hear
that someone got a flu shot and developed flu-like symptoms later that day, so
they believe the shot must have caused the symptoms. Just as the slow mecha-
nism in the box did not have the capability to immediately produce a sound when
the ball is placed in the box, the flu shot contains an inactive form of the virus
that has no ability to cause the flu. Out of all the many flu shots that are given,
some portion of recipients will develop other similar illnesses just by chance, or
may even be exposed to the flu in a doctor’s waiting room. By appealing to back-
ground information about what is possible, one can correct these faulty judg-
ments.

INFERENCE AND REASONING

When you try to figure out why your car is making a strange noise, or deduce
that a late-afternoon coffee is keeping you up at night, you are not directly per-
ceiving the relationships between heat and brake noise or how stimulants affect
neurological systems. Instead, you use two other types of information: mechani-
cal knowledge of how brakes work and correlations between when you consume
a stimulant and how you sleep. That is, even with no understanding of how the
cause could work, we can learn something based on observing how often cause
and effect happen together. Yet we can also reason based on our understanding
of the system itself, even if we observe only a single instance of the cause and
effect. Thus, one could diagnose the reason for the car’s noise based on an under-
standing of how all the parts of the car interact and how some failures in the sys-
tem could lead to the noise. These two complementary ways of inferring causes,
one using covariations (how often things happen together) and the other using
mechanistic knowledge (how the cause produces the effect) can work together,

22 | WHY



though research has often treated them separately.16 This process of using indi-
rect information to find causes is called causal inference, and while there are dif-
ferent ways of doing it, the point is that you are not directly experiencing
causality and are instead using data and background knowledge to deduce it.

The classic causal inference task in psychology presents participants with a
sequence of events and asks them what causes a particular effect (such as a
sound or visual effect on a screen). The simplest case is just assessing whether
(or to what extent) one event causes another, such as determining from a series
of observations whether a switch turns on a light. By varying different features
such as the delay between cause and effect, whether the participant interacts with
the system, or the strength of the causal relationships, researchers have tried to
decipher what factors affect causal inferences. Now, while we know that delays
and spatial gaps make people less likely to say something is a cause, it is not as
simple as that. There’s also an interaction with what people expect, as we’ll dis-
cuss in more detail in Chapter 4, when we look at how time enters into our
understanding of causality. This is another place where differences emerge
between children and adults, as both have different expectations of what is possi-
ble. For example, while 5-year-olds in one experiment were willing to believe that
a physically impossible event was due to magic, 9-year-olds and adults realized it
was simply a magic trick.17

The associational approach to causal inference is essentially what Hume pro-
posed: by repeatedly seeing things happen together, we develop causal hypothe-
ses.18 Humans can do this well from far fewer observations than a computational
program would require, but we too revise our beliefs as more data become avail-
able and may also find incorrect patterns by drawing these conclusions too
quickly. For instance, scoring two goals while wearing a new pair of soccer cleats
may make you think they improve your performance, but 10 subsequent goal-less
games may make you rethink that link.19

Like perception, the ability to infer causes from observation develops early in
childhood. One experiment testing just how early this develops used a box that
plays music when a particular block is placed on top, but not when another block
is placed there. Children then saw the results of each block being atop the box
separately as well as together, and children as young as 2 used this information
to figure out which block leads to music. The effect was later replicated in both
19- and 24-month-olds,20 and the ability to infer causes from patterns of variation
more generally has since been shown in children as young as 16 months with a
simpler structure.20
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Yet if association is all there is to causal learning, how can we distinguish
between a common cause (Figure 2-1a), such as insomnia leading to watching TV
and snacking, and a common effect (Figure 2-1b), where watching TV and snack-
ing cause insomnia? In reality, we are indeed able to distinguish between differ-
ent causal structures even when the same associations may be observed. That is,
if I see that two-thirds of the time I have both coffee and a cookie I feel energetic
afterward, and two-thirds of the time I have only coffee I feel similarly energetic,
I can deduce that the cookie probably isn’t contributing to my energy level.

Figure 2-1. In both examples, insomnia is associated with the other two activities—even though
the causal structure differs.

This type of reasoning is called backward blocking and is exactly what
researchers demonstrated in one study with 3- and 4-year-olds.22 The idea is that
if you see that an effect happens after two factors are present, then see that the
effect still happens when only one of the factors is present, without ever seeing
the effect of the second block by itself, you infer that it is probably not a cause.

In this study, again using a machine that plays a sound when certain blocks
are placed on it, seeing that blocks A and B together make the machine play the
sound, followed by seeing A alone activate the machine (see Figure 2-2a) made
the children much less likely to say that B would also make the machine turn on.
The critical difference between this and the earlier experiments is that previously
the children saw each block alone and together. Here the second block was only
observed with the first, yet participants used indirect knowledge of A’s efficacy to
determine B’s. There was, however, a difference between 3- and 4-year-olds on
this task, with 4-year-olds being much less likely to say B would activate the
machine. The inferences by the 4-year-olds actually replicate studies of adults on
this phenomenon.23 Interestingly, children used indirect evidence to infer causal
relationships as well. The researchers found that even if children observe two
blocks together on the machine, followed by a sound, and then see one ineffec-
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tive block alone (see Figure 2-2b), they infer that the block that they never saw on
the machine by itself can cause the machine to make a sound.24

Figure 2-2. Participants observe the results of the first two panels. In the third, they must predict
whether music will play if that block is placed on the machine. Block A is solid and B is
patterned.

The inferences made here do not fit completely with the associative model of
causal learning, since the same associations can lead to different inferences. An
alternative view, the causal model approach, links inferences to computational
models called Bayesian networks (we will look more at these in Chapter 6).25 The
idea is that instead of using only pairwise associations, or the strength of connec-
tions between individual factors, people may learn about causes as part of a
model that shows how many things are connected. A simple example is the struc-
ture in Figure 2-1b. This structure can also be augmented with the causes of
insomnia (such as caffeine and stress) and the effects of late-night snacking
(such as weight gain or cavities). These structures can help us to better reason
about interventions, and also to better use interventions to learn more about the
connections between variables.

Another view of how we think about causes is based on mechanisms,
roughly that a cause is a way of bringing about an effect and the two are connec-
ted by some set of steps that make the effect happen. Thus, if running causes an
improvement in mood, there must be a process through which running can alter
mood, such as by releasing endorphins. We may not see every component of the
process, but there is a chain of events connecting the cause and effect by which
the effect is made to happen.26
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However, key work on this point has taken a different approach than
in covariation studies, as participants were tasked with asking questions of the
experimenter so that participants could then explain a particular event.27 In the
psychology literature this is referred to as causal reasoning. In contrast to the
experiments we’ve looked at so far, the task here is more like figuring out why a
soccer player scored a specific goal, rather than what makes players score goals in
general. Using an example about a car accident, researchers found that the ques-
tions focused on mechanisms that could have played a role in the accident (e.g.,
“Was the driver impaired?”) rather than propensities (e.g., “Do many accidents
happen on that road?”).28 There the participants had to ask for the information
they wanted, but in another experiment where they were given both mechanistic
and covariation information, the mechanistic data were still weighted more heav-
ily in the causal attribution.

Yet we also integrate what we observe with what we already know, and we
surely have knowledge of both correlations and mechanisms. Thus it is unlikely
that we rely solely on one type of evidence or another, and indeed, other work has
focused on examining how—not whether—these pieces of information are com-
bined. For example, some experiments showed that the interpretation of strong
correlations was modulated by whether the participants believed there was a
plausible mechanism connecting cause and effect, but that this was not the case
when the correlations were weak.29 Indeed, learners likely take into account
known relationships and the likelihood of a relationship when evaluating obser-
vation sequences (e.g., rare versus common explanations for symptoms).30

However, like much else in psychology, there is disagreement on how people
learn about sets of relationships (which I’ll refer to more generally as models or
causal structures). One view is that we take in the data and then choose the struc-
ture that is likeliest based on that data or most consistent with our observations.
That is, knowing that your dog barks when he hears a loud noise and that slam-
ming a door also makes a loud noise narrows down the possible ways these
things could be connected, and we can probably eliminate models where the dog
causes the noises.31 Another view is that we are more hypothesis-driven, suggest-
ing that we propose a possible structure and then alter it as new information
comes in.32

While the simple setup of most of these experiments allows a controlled
environment for isolating the effect of different features in turn, in reality we are
rarely simply deciding the extent to which one thing (already identified as a
potential cause) affects another (already identified as a potential effect). When
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you get a sudden headache, you have to think back to all the factors that could
have led to it. Similarly, finding an allergic reaction to a medication means
deducing from many instances of taking the medication that a common symp-
tom keeps appearing after. The task of causal inference is often described as hav-
ing two parts: finding structure and finding strength. Structure tells us what
causes what, and strength tells us to what extent it does so (e.g., how often a
medication leads to a side effect, or how much a stock’s price increases after an
earnings report). These processes are not completely separable, since a strong
cause may be more easily identified than a weak one. Many psychological experi-
ments focus on asking participants to estimate strength, which may account for
the focus on covariation rather than mechanisms.

Say you notice that you often start sneezing when you run. Without being
able to change the conditions of your run (indoors versus outdoors, spring versus
winter, and so on), you couldn’t find that your sneezing is due to seasonal aller-
gies and is not a response to exercise. Children were able to infer the correct
structures in these simple cases from just observing a sequence of events, but
solely observational data can often lead to confounding, where we may incor-
rectly think that two effects cause one another just because they have a shared
cause and are often observed together.

One of the key reasons causes are so important is that we can use them to
control the world around us by developing effective strategies for intervention—
but intervention can also help us to find causes in the first place. In the psycho-
logical experiments discussed so far, the world is neatly partitioned into possible
causes and possible effects. When we don’t know which is which, being able to
manipulate them, testing out what happens when different factors are present or
absent, lets us distinguish between structures that otherwise may seem similar.
Some studies have found an increase in inference accuracy when participants are
allowed to intervene on, rather than simply observe, the functioning of a
system.33

One study tested this with a simple gear toy where multiple structures were
possible. With two gears and a switch, it could be that one gear makes the other
spin, that the switch makes each spin, or that the switch makes the two spin
together. Preschoolers were able to learn these more complex structures just by
watching others intervene on the machine.34 Yet there is not only a difference
between seeing and doing (observing and intervening), but also between doing
an intervention yourself and watching someone else intervene. When you choose
and perform an intervention yourself, you can form and test specific hypotheses
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and can control for factors you think might affect the outcome. Indeed, in some
experiments, both children and adult participants learned better from their own
interventions than those generated by someone else.35

Blame

Say you have a finicky espresso machine and there is a very narrow window of
time in which the machine is hot enough to make coffee but you must do so
before it overheats. Your friend leaves the machine running after making an
espresso and, sure enough, once you get to the machine it has overheated and no
more coffee can be made that morning. Who caused this unfortunate situation in
which you have no espresso? Is it your friend’s fault for not turning the machine
off sooner? Or is it the manufacturer’s fault for creating a faulty product that
can’t stand up to heavy use?

This question is one of causal attribution: determining who or what is
responsible for a particular event. That is, we’re not asking what causes coffee
machines to fail in general, but rather why this machine failed in this specific
instance. This is the same type of reasoning we go through when trying to figure
out who’s at fault for a car accident or why an individual was late to a meeting.
This type of causality is referred to as token causality, in contrast to type-level
causality, which is what happens in general (e.g., distracted driving causes car
accidents versus Susie’s texting at the wheel caused her to hit Billy’s car on Mon-
day). We’ll discuss token causality in depth in Chapter 8, but when it comes to
assigning blame or responsibility, there is a component of morality or fault that
makes it different from just compiling a list of contributing causes, and it is pos-
sible to have causality without blame. For instance, you may cause a car accident
without being to blame if you properly tried to stop your car, but hit another
because the brakes failed (in Chapter 8 we’ll see why the car manufacturer may
be to blame here).

Much of the work on blame and causal attribution has been done in philoso-
phy, but instead of gathering data through experiments, these discussions often
appeal to intuitions or what one “would” think. Take what’s called the pen prob-
lem. A receptionist in a philosophy department keeps her desk stocked with
pens. Administrative assistants can take them as needed, but professors are sup-
posed to buy their own pens. In practice, both take pens. One day, a professor
and administrative assistant take the last two pens. The receptionist then gets an
important call and has no pen with which to take down the note. Who caused the
situation?36
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My intuitions about the problem may not be the same as yours and it’s not
clear what the dominant view is or if there is a correct answer. Philosophers
studying these problems have often assumed that there’s a common intuition
about them. On the other hand, while psychologists often test such assertions
experimentally, most studies are conducted on undergraduate students and it is
not clear that we can extrapolate to the moral considerations of the entire popula-
tion (maybe university students harbor strong prior feelings about the morality of
administrative assistants and professors). The growing use of experimental
methods to answer philosophical questions, and often to test intuitions that
would normally be taken for granted, has led to the subfield of experimental phi-
losophy. One of its major areas of work is exactly this type of moral judgment,
which is at the intersection of philosophical and psychological study.

A key finding called the “side-effect effect” (also termed the “Knobe effect”)37

is basically that when someone’s actions have an unintentional positive side
effect they are not given credit for causing the effect, yet when a similarly unin-
tentional negative side effect occurs it is actually deemed intentional and the
actor is blamed for it. In the original story given to participants, a CEO says that
they don’t care that the environment will be helped (alternately, harmed) due to a
new profit-increasing initiative; they care only about profits. Participants tended
to blame the CEO when the environment was later harmed, but not praise the
CEO when it was helped. This was replicated with other stories with the same
result: no credit for positive actions that weren’t intentional, but blame for nega-
tive consequences even if they aren’t the goal.38 Experiments by psychologists
showed that both cause and blame ratings were higher for intentional than unin-
tentional actions.39 This work became particularly well known because the experi-
ments were done not on undergraduate students, but with participants recruited
from a public park in New York City, though exact details about the location and
demographics were not given.40

A second facet of intention is the difference between what one means to hap-
pen and what actually happens. Like a driver who tries to stop their car but is
thwarted by a mechanical issue, it’s possible to have good intentions and a bad
outcome. If someone’s intentions are good but their action still has a bad side
effect, are they as much to blame as someone who intentionally causes harm?
Some experiments testing this type of question found that, in fact, the interaction
between intentions and outcomes explained more of people’s judgments than
that between moral evaluations and outcomes. Further, in one case, less blame
was assigned when an intended harm failed yet someone was harmed in a
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different way than when no harm occurred at all.41 The consideration of outcome
here may in part explain why someone may be blamed less for attempting to
cheat and failing than for cheating successfully—while still being blamed for try-
ing to cheat in the first place.

One interpretation of the side-effect effect is that it depends on whether the
actions are deemed to be intentional or not, but another way of explaining it is in
terms of norm violation.42 That is, if you are acting according to social norms
(not cheating on tests, not littering, and so on), you don’t get credit for this
behavior because it’s the standard. On the other hand, if you just want to take the
shortest path to your destination and trample some flowers as a result, you are
blamed because you’re acting in violation of behavioral standards. A case of
norm violation without any causal consequences is crossing the street without a
walk signal on a completely empty street in Berlin (where this is not allowed).
There is no intended or caused harm, and yet it still violates the norm. While we
usually don’t ask who is to blame for something that didn’t happen, this could
lead to blame due to the possibility of causing harm and may account for why
one will likely be scolded by others for seemingly benign jaywalking.

Another experiment explicitly tested the relationship between norms, moral
judgments about behavior, and outcomes.43 In that study, the scenario is that a
group of students all get a copy of a final exam. Then different cases are created
by varying two features of the problem. First, the majority of students can either
cheat or not, and then one particular student, John Granger, either goes along
with the crowd (cheating when everyone cheats, not cheating when they don’t) or
violates the norm (not cheating when everyone else does, cheating when no one
else does). As a result of his score on the exam and the grading scheme, the stu-
dent who scored just below him on the final misses the GPA cutoff for medical
school by a small margin. The question then is in what circumstances Granger
caused this situation and if he’s to blame. Interestingly, there was no main effect
of normativity in terms of causality or blame. Instead, judgments were based
more on whether participants rated Granger’s actions as good or bad, with bad
behavior being more causal and more blameworthy. However, when the student
refrained from cheating in a scenario where that was the dominant behavior, he
was seen as less blameworthy.

While there’s evidence for many different components influencing judg-
ments of blame, such as norms, intentions, and outcomes, the process by which
these judgments are made is a topic of ongoing research. Most experiments
focus on the outcomes and seek mainly to understand intuitions, though recent

30 | WHY



work has pieced together a theory of blame as a social act that involves multiple
steps and processes.44

Culture

When studies say “90% of participants thought the driver caused the car acci-
dent,” who are those study participants? The vast majority of people participating
in psychology studies are Western undergraduate students.45 This is not surpris-
ing since most research in this area takes place in universities, and participant
pools made up of students make it possible to regularly recruit sufficient num-
bers of participants. In some cases a phenomenon may be universal, but it’s by
no means certain that everyone perceives or judges causality the same way, let
alone the same way an 18- to 21-year-old college student would. This limits the
generalizability of the findings we’ve discussed. To understand the extent, some
researchers have compared causal perceptions and judgments among partici-
pants with different cultural backgrounds.

One key cultural difference is which factors people think are causally rele-
vant to an outcome.46 If a swimmer wins an Olympic race, one might say she
won because the overall field was weak, or because her family supported her (sit-
uational factor), or that it was due to her innate swimming talent (personal dispo-
sition). All of these factors may have contributed, but the difference is in which
features are highlighted. As one test of this, Michael W. Morris and Kaiping
Peng (1994) examined descriptions of the same crimes in Chinese-language and
English-language newspapers, and found the proportion of English descriptions
citing dispositional factors (e.g., the murderer was angry) was higher than the
proportion of Chinese ones, which often highlighted situational factors (e.g., the
murderer was recently fired). They also replicated this result by asking Chinese
and American students to weigh the importance of various contributing factors,
and the finding has been shown in other comparisons of Eastern and Western
cultures.47

However, these cultural differences seem to develop over a person’s life. One
of the first studies in this area, by Joan Miller (1984), compared Hindu and
American participants at four different stages (ages 8, 11, 15, and adulthood) and
found little difference between the Hindu Indian and American 8- and 11-year-
olds. When asked to explain why someone they knew did something good and
why someone did something bad the American participants showed an increased
focus on personal traits with age (e.g., the friend is kind) while the Hindu partici-
pants showed an increased focus on context with age (e.g., he just changed jobs),
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with adults having the strongest differences. This could be due to a true change
in views, or due to an increased understanding of what is expected. It’s known
that simply being in a study influences behavior, as participants may try to act
according to what they perceive as the researcher’s beliefs (i.e., trying to please
the researcher) or may alternately aim to defy them. In one case, simply chang-
ing the letterhead of a study questionnaire led to changes in the emphasis of par-
ticipants’ responses.48

With causal attribution, social cues appear to have some effect on what fac-
tors people highlight as salient (e.g., what’s reported in a news article) and how
they describe the importance of causal factors (how much context and personality
contribute), but the mechanism underlying this is not known. More recently,
there’s been some evidence that cultural differences are mediated by the percep-
tion of consensus—what views you believe the group holds.49 That is, even
though the results replicated the earlier findings of Morris and Peng, participants
may in fact all hold the same beliefs, but differ in what they think Chinese and
American populations as a whole would believe; it is this belief about the group
that may explain the differences in their judgments.

It may seem clear that you and I could come to different conclusions about
who is at fault for a car accident, something that draws on many social and cul-
tural factors. Someone who has campaigned against distracted driving might
focus on the fact that one driver was texting, while another may fault the car
manufacturer, since the brakes were faulty. It has been hypothesized that differ-
ences in individualist versus collectivist cultures are responsible for the differ-
ences in attribution, so that only situations perceived as social (groups of animals
or humans interacting) rather than physical (objects moving) will show differ-
ences. While perception of physical events does not seem subject to the same cul-
tural differences, some recent studies have found cultural variation in eye
movements during perception (suggesting that attention may be paid to different
parts of a scene).50

Human limits

While a major long-term research goal is trying to create algorithms that can rep-
licate human thinking, this thinking is in many ways inferior to computer pro-
grams whose behavior can be fully controlled and made to adhere to defined
rules. Though we have the ability to rapidly learn causal relationships from few
observations, as we have seen throughout this chapter, we don’t always find the
right causes. Even more vexing is that we are prone to making the same errors
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repeatedly, even after we become aware of these tendencies. As we’ll see in Chap-
ter 3, many cognitive biases lead to us seeing correlations where none exist
because we often seek information that confirms our beliefs (e.g., looking for
other people who also felt better after acupuncture), or because we give more
weight to this information (e.g., only noticing when the other grocery checkout
line is moving faster than ours). There are some factors that make it just plain
difficult to learn about causes, such as long delays between cause and effect, or
complex structures, as these require disentangling many interrelated dependen-
cies and may obscure connections. But even with a simple structure that has no
delays, we may still fall prey to certain fallacies in causal thinking.

Do bad things come in threes? Does breaking a mirror lead to seven years of
bad luck? Will it really take years to digest swallowed gum? One of the most per-
vasive forms of an incorrect causal belief is a superstition. Surely no one is tally-
ing up bad luck in the years pre and post mirror breakage or comparing groups
of people who did and did not break mirrors, so why do otherwise reasonable
people continue to believe such sayings?

Some superstitions like this one are explainable in terms of the type of cogni-
tive bias that leads us to see erroneous correlations between otherwise unrelated
events. That is, noticing bad things happening more after breaking a mirror than
before because our awareness is heightened. Even worse, if you believe in the
seven years of bad luck, you might classify occurrences as unfortunate events
that you otherwise wouldn’t notice or wouldn’t even consider as bad luck. In
other cases, harboring the superstition itself can lead to a placebo effect.

It is known that just the act of being treated can have an effect on patients, so
drugs are not compared to nothing at all. Rather, they are compared against a
similar regimen that is not known to be an effective treatment.51 For example, we
could compare aspirin and sugar pills for curing headaches rather than aspirin
and no treatment, since this controls for the effect of simply taking a pill. This is
why statements such as “The experimental treatment led to a 10% decrease in
symptoms!” are meaningless if they’re compared against no treatment at all. In
fact, the placebo effect has even been found in cases where patients knew they
were receiving a placebo that could not possibly help their symptoms.52

Similarly, just believing that you have a lucky pencil or that some ritual
before a basketball game helps you score points can actually bring about this
effect. It’s important to note though that it’s not the item or ritual itself compared
to other similar items or rituals you might choose between that is causing the
good outcome. Rather, it is the belief that it will work, and the effect is produced
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by the feelings it creates, such as lowered stress or a sense of control over the out-
come.53

You might be thinking now that this all sounds good, but the number seven
is particularly meaningful for you and surely this can’t be a coincidence. What
are the odds that all of your good news comes at minutes ending with a seven?
The challenge is that once you develop the superstition, instances where it holds
true are given more weight and become more memorable. That is, you start
ignoring instances that conflict with your belief (such as good things not involv-
ing sevens). This tendency to seek and remember evidence that supports one’s
existing beliefs is called confirmation bias, and is discussed more extensively in
the next chapter. While it may lead to false beliefs that are benign, it can also
reinforce harmful biases.

This is a bit like stereotype threat, where knowing that one is part of a group
with negative characteristics can lead to a fear of confirming those stereotypes.
One study showed that women’s performance on a math exam differed substan-
tially depending on whether they were told beforehand that there were gender-
based differences in performance on the exam or that there were no such
differences when the exam was previously administered (interestingly, the differ-
ence group was not told which gender had done better).54 On the exact same
exam, women performed on par with men when told there was no difference in
performance by gender, yet did much worse when the difference was highligh-
ted. These types of false causal beliefs can have real consequences. As we’ll see
later in this book, policies based on faulty causal information may be ineffective
at best, and use of incorrect causes can lead to false convictions, as we saw in
Chapter 1.

Now, for a free or unobtrusive ritual, this might be just fine (crossing one’s
fingers doesn’t seem to have much downside). But it ultimately leads to a reli-
ance on a tenuous connection, and can also lead to an overestimation of agency
(one’s ability to control or predict events).55 Humans develop hypotheses and
seek signs confirming our suspicions, but rigorous thinking about causes
requires us to acknowledge this potential for bias and be open to evidence that is
in conflict with our beliefs. The rest of the book is about how to do that.
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Correlation
Why are so many causal statements wrong?

In 2009, researchers found a striking relationship between a virus called XMRV
and Chronic Fatigue Syndrome (CFS).1 While millions of Americans suffer from
this disease, which is characterized by severe long-lasting fatigue, its cause is
unknown, hampering efforts to prevent and treat it. Viruses, immune deficien-
cies, genetics, and stress are just a few of the many hypotheses for what triggers
this illness.2 Yet in addition to the competing causal explanations, simply diag-
nosing the illness is difficult, as there is no single biomarker that would allow a
definitive laboratory test. Many cases go undetected, and it’s possible that CFS is
actually a collection of multiple diseases.3

So when that group of researchers, led by Dr. Judy Mikovits, found that of
101 patients with CFS 67% had the XMRV virus, and only 3.7% of the 218 control
subjects did, people took notice. While the virus didn’t explain all cases, there
could be a subgroup of patients whose CFS is a result of the virus, and some of
the seeming controls could be undiagnosed cases. For a disease that had proven
so difficult to understand, the numbers were remarkable and spawned a variety
of efforts to try to confirm the results. Multiple studies failed to find a link
between CFS and XMRV,4 but in 2010, researchers found a similar virus that also
had markedly different prevalence in CFS patients (86.5%, 32 of 37) compared to
healthy blood donors (6.8%, 3 of 44).5 This provided another boost to the hypoth-
esis, and led to more efforts to confirm or deny the link.

People assumed that this extremely strong correlation meant that XMRV
caused CFS, so targeting the virus could potentially treat CFS. Some patients,
desperate for treatments for an incurable and debilitating illness, even started
asking their doctors for antiretroviral drugs on the basis of the XMRV study.
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While more people with CFS also having a virus in their blood sample is an inter-
esting finding meriting follow-up studies, this correlation alone can never prove
that the virus is the culprit or that an antiretroviral is an effective treatment. It
could be that CFS leads to a compromised immune system, making people more
susceptible to viruses. Even if there is some causal relationship, a strong correla-
tion doesn’t tell us which way it goes—that is, whether the virus is a cause of CFS
or an effect, or if they have a shared cause.

In 2011, both studies identifying correlations between CFS and a virus were
retracted after much contentious, and often public, debate. For Dr. Mikovits’s
study, there was a partial retraction, and eventually a full retraction by the journal
but without the authors’ agreement.6 What happened is that the CFS samples
were contaminated with XMRV, leading to the seeming difference between the
two groups.7 In addition to the issue of contamination, there were also questions
over potentially falsified data, as some information on how samples were pre-
pared was omitted from a figure legend, and some suggested the same figure
was presented with different labels in different contexts.8 Finally, a 2012 study
where multiple groups (including Mikovits’s) were given blinded samples to ana-
lyze produced no link whatsoever between CFS and XMRV.9

The intensity of the efforts spawned by the initial finding, and the dramatic
way the disagreements played out in public, show the power that a single seem-
ingly strong correlation can wield.

The phrase “correlation isn’t causation” is drilled into every statistics stu-
dent’s head, but even people who understand and agree with this saying some-
times cannot resist treating correlations as if they were causal. Researchers often
report correlations with many caveats explaining exactly why they’re not causal
and what information is lacking, yet these are still interpreted and used as if they
were (one need only look at the sometimes vast difference between a scientific
article and the popular press reporting of it). A strong correlation may be persua-
sive, and may enable some successful predictions (though it wouldn’t in the CFS
case), but even a strong correlation gives us no information on how things work
and how to intervene to alter their functioning. An apparent link between XMRV
and CFS doesn’t tell us that we can treat CFS by treating the virus, and yet that’s
how patients interpreted it.
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Seeming correlations may be explained by unmeasured causes (omitting
data on smoking will lead to correlations between many other factors and can-
cer), but there can also be spurious correlations even when two variables are not
actually related in any way. Correlations may be due to chance alone (running
into a friend multiple times in a week), artifacts of how a study is conducted (sur-
vey questions may be biased toward particular responses), or error and miscon-
duct (a bug in a computer program).

That said, a correlation is one of the most basic findings we can make and
one piece of evidence toward a causal relationship. In this chapter, we’ll look at
what correlations are, what they can be used for, and some of the many ways cor-
relations can appear without any underlying causal relationships.

What is a correlation?

X is associated with cancer, Y is tied to stroke, Z is linked to heart attacks. Each of
these describes a correlation, telling us that the phenomena are related, though
not how.

The basic idea is that two variables are correlated if changes in one are asso-
ciated with changes in the other. For instance, height and age in children are cor-
related because an increase in age corresponds to an increase in height, as
children generally grow over time. These correlations could be across samples
(measurements from many children of different ages at one particular instance)
or time (measurements of a single child over their life) or both (following multi-
ple individuals over time). On the other hand, there’s no long-term correlation
between height and birth month. This means that if we vary birth month, height
will not change in a regular way. Figure 3-1a shows example data for how changes
in age could correspond to changes in height. As one variable goes up, so does
the other. In contrast, Figure 3-1b, with height and birth month, looks like a set of
randomly placed points, and as birth month changes there’s no corresponding
change in height.
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Figure 3-1. While age and height are correlated, height and birth month are not.

This also means that if we know a child’s age, we can roughly predict their
height, while that is not true for birth month. The closer the points are to form-
ing a line, the more accurate our predictions will be (as this means the relation-
ship is stronger). Prediction is one of the key uses for correlations and in some
cases can be done without causal relationships, though, as we’ll discuss, this isn’t
always successful.

When correlations are strong they may be visually apparent, as in Figure 3-1a,
but we also need ways of measuring their strength, to enable quantitative com-
parison and evaluation. Many measures of correlation exist, but one of the most
commonly used is called the Pearson correlation coefficient (usually represented
by the letter r).10 This measure ranges between 1 and –1, with 1 meaning the vari-
ables are perfectly positively correlated (a positive change in one variable corre-
sponds directly to a positive change in the other) and –1 meaning they’re perfectly
negatively correlated (if one variable decreases, the other always increases).

Without getting into the details, the Pearson correlation coefficient relates to
how two variables vary together relative to how much they vary individually
(these two measurements are called covariance and variance). For instance, we
can record hours spent studying along with final exam grade for a set of students
to see how these are related. If we only had a set of exam scores and a list of time
spent studying, without being able to match up the grades to their corresponding
study times, we couldn’t determine whether there’s a correlation. That’s because
we would only see the individual variation in each variable, and not how they
change together. That is, we wouldn’t know whether more studying tends to be
accompanied by higher grades.
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NO CORRELATION WITHOUT VARIATION

Say you want to learn how to get a grant funded, so you ask all of your friends
who got the grant you’re applying for what they think contributed to their suc-
cess. All used the Times New Roman font, half say it’s important to have at least
one figure per page, and one-third recommend submitting proposals exactly 24
hours before the deadline.

Does this mean there’s a correlation between these factors and grants being
funded? It doesn’t, because with no variation in an outcome, we can’t determine
whether any other factor is correlated with it. For instance, if we observe a string
of 80-degree days when there are exactly two ice cream vendors on a particular
corner, we can’t say anything about the correlation between weather and ice
cream vendors since there is no variation in the value of either variable (tempera-
ture or number of ice cream vendors). The same is true if we see variation in only
one variable, such as there always being two ice cream vendors and temperatures
ranging from 80 to 90 degrees Fahrenheit. This scenario is shown in Figure 3-2,
where no variation leads to data occupying a single point, and variation in only
one variable leads to a horizontal line.11 This is what happened in the funding
example. Since all outcomes are identical, we can’t say what would happen if the
font changed or proposals are submitted right before the deadline.

Figure 3-2. Without variation in both variables, we cannot find a correlation.

Yet, looking only at what led to one outcome is pervasive. Just think of how
often people ask winners how they got where they are and try to replicate their
success by doing as they do. This is a deeply flawed approach for many reasons,
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including that people are just not very good at determining which factors are sali-
ent and that they underestimate the role of chance and overestimate the role of
their skill.12 As a result, we not only confuse factors that merely co-occurred with
the outcome of interest for those that are responsible for the outcome, but find
seeming correlations where none exist.

For instance, people have asked whether musical education is correlated with
professional success in other fields. Even if we find that many successful people
(however we define success) also play a musical instrument, this tells us nothing
about whether there is a correlation—let alone causality. If I were to ask some of
these people directly if they believe music contributes to their other abilities,
many could surely draw some connection. However, they may have been just as
likely to find one if I’d asked about playing chess, running, or how much coffee
they drink.

Most critically for this book, the approach of interviewing only the winners to
learn their secrets tells us nothing about all the people who did the exact same
things and didn’t succeed. Maybe everyone uses Times New Roman for their
grant proposals (so if we interviewed people who didn’t get funded they’d tell us
to use a different font), or these people got funded despite their excessive pic-
tures. Without seeing both positive and negative examples, we cannot even claim
a correlation.

MEASURING AND INTERPRETING CORRELATION

Say we survey students about how many cups of coffee they drank prior to a final
exam, and then record their exam scores. Hypothetical data for this example is
shown in Figure 3-3a. The correlation is quite strong, nearly 1 (0.963, to be exact),
so the plotted points appear tightly clustered around an invisible line. If the rela-
tionship were reversed (so 0 cups of coffee went with a test score of 92, and 10
cups with a score of 10) to create a negative association, then the magnitude
would be the same, and the only thing that would change is the sign of the corre-
lation coefficient. Thus this measure would be nearly –1 (–0.963), and a plot of
the data is just a horizontally flipped version of the positively correlated data, as
shown in Figure 3-3b.
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Figure 3-3. Correlations of varying strength between coffee drinking and test scores.
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On the other hand, if each relationship was weakened, so there was more
variation in the exam results for each level of coffee drinking, the points would be
dispersed and the correlation would be lower. This is shown in Figure 3-3c, where
the plotted points are still mostly linear, but stray much farther from the center.
As before, reversing this relationship (making coffee correlated with worse per-
formance) yields Figure 3-3d, where the only difference is the downward slope.

Notice that when a relationship is weak, it’s much more difficult to go from a
value for coffee to one for test scores and vice versa. This is apparent visually,
where in the first examples picking a value for one of the variables strongly con-
strains the likely values for the other variable. If we try to predict test scores for
four cups of coffee with the weaker correlation, though, our prediction will be
much less accurate since we’ve observed a much wider range of scores for that
amount of coffee drinking. The limit of this increasing variation is a pair of vari-
ables that are completely uncorrelated (with a correlation coefficient of zero), as
in Figure 3-3e, where we can’t say anything at all about test results based on cof-
fee consumption.

Now, what if we want to know how strong the correlation is between where
people live and whether they drive? The measure we’ve talked about so far is gen-
erally used for continuous-valued data, like stock prices, rather than discrete val-
ues, like type of location or movie genres. If we have just two variables that can
each only take two values, we can use a simplified version of the Pearson correla-
tion coefficient, called the Phi coefficient.

For example, we can test for a correlation between where people live and
whether they drive. Here location is either urban or suburban/rural and driving
is either drives or does not drive. As before, we are testing how these factors vary
together, but here varying means the frequency with which they’re observed
together (rather than how the values increase or decrease). Table 3-1 shows what
the data could look like. The Phi coefficient for the data in that table is 0.81. The
idea is that we’re basically looking at whether the majority of measurements fall
along the table’s diagonal. So if values are mostly clustered in driving/non-urban
and non-driving/urban, there’s a positive correlation. If values are mostly along
the other diagonal, then the correlation has the same strength, but a different
sign.
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Table 3-1. Example counts for various combinations of location and driving.

 Suburban/Rural Urban

Driver 92 6

Non-driver 11 73

However, not every strong correlation will have a high value according to
these measures. The Pearson coefficient assumes that the relationship is linear,
meaning that as one variable (e.g., height) increases, the other (e.g., age) will also
increase and will do so at the same rate. This is not always the case though, as
there can be more complex, nonlinear, relationships. For instance, if a lack of
coffee leaves people sluggish (and unable to perform well on the exam), but too
much coffee leaves them jittery (and impedes performance), then a plot of some
data gathered could lead to a graph like the one in Figure 3-4. Here there’s an
increase in scores going from no coffee to 5 cups, and then another slow decrease
from then onward. While the Pearson correlation for this example is exactly zero,
the data show a distinct pattern. This type of relationship can be tricky for many
causal inference methods too, and will come up again in later chapters, but it’s
important to consider, as it does occur in application areas like biomedicine (e.g.,
both deficiencies in and overdoses of vitamins can lead to health consequences)
and finance (e.g., the Laffer curve that relates tax rates and revenue).

Figure 3-4. Nonlinear relationship (r=0.000).

Similarly, if children’s weight always increases with age, but the increase is
exponential (as age increases, weight increases by a larger and larger amount),
the Pearson correlation would be lower than expected, since the measure is
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meant for linear relationships. This is one of the dangers of throwing data into a
black box, and just accepting whatever numbers pop out without further investi-
gation. If we did that in these examples where the correlation is underestimated,
or even seemingly zero, we’d miss potentially interesting relationships.

These are some of the reasons why we can’t interpret a correlation of zero
(whether Pearson or any other) as meaning no relationship at all (many others
exist, such as errors in the measurements or outlying values that skew the
results). Another major reason is that the data may not be representative of the
underlying distribution. If we looked at deaths from the flu using only data from
hospital admissions and ER visits, we’d see a much higher percentage of cases
ending in deaths than what actually occurs in the population as a whole. That’s
because people who go to the hospital typically have more severe cases or already
have another illness (and may be more susceptible to death from flu). So we’re
again not seeing all the outcomes flu could lead to, but instead outcomes from
cases of the flu in sick patients or those who choose to go to a hospital for their
flu symptoms.

To illustrate the problem of a restricted range, say we have two variables:
overall SAT score and hours spent studying. Instead of data on the entire spec-
trum of SAT scores, though, we only have information on people who had a com-
bined math and verbal score over 1400. In Figure 3-5, this area is shaded in gray.
In this hypothetical data, people with high scores are a mix of those with natural
test-taking aptitude (they excel without studying) and those with high scores due
to intense practice. Using data from only this shaded region leads to finding no
correlation between the variables, yet if we had data from the entire spectrum of
SAT scores we would find a strong correlation (the Pearson correlation between
score and studying for the shaded area is 0, while for the entire dataset it is 0.85).
The flip side of this is why we can find correlations between otherwise unrelated
variables by conditioning on an effect (looking only at cases when it occurs). For
instance, if having a high SAT score and participating in many extracurricular
activities leads to acceptance at a highly ranked university, data only from such
universities will show a correlation between a high SAT score and many extracur-
ricular activities, as more often than not these will happen together in that
population.
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Figure 3-5. Data from only the shaded area represents a restricted range.

This type of sampling bias is quite common. Think of websites that survey
their visitors about their political views. A website’s readers are not chosen ran-
domly from the population, and for sources with an extreme political bias are fur-
ther skewed. If visitors to a particular site are strong supporters of a current
president, then their results might say that the president’s approval ratings
increase whenever she gives a major speech. Yet this shows only that there’s a
correlation between approval and major speeches among people who are pre-
disposed to liking the president (since that is the population responding to the
survey). We’ll look at these and other forms of bias (like survivorship bias) in
Chapter 7, as they affect what can be learned from experimental data.

It’s important to remember that, in addition to mathematical reasons why
we may find a false correlation, humans also find false patterns when observing
data. Some of the cognitive biases that lead us to draw connections between
unrelated factors are also similar to sampling bias. For instance, confirmation
bias leads to seeking evidence that supports a particular belief. That is, if you
believe a drug causes a particular side effect, you may search online for other
people who’ve taken the drug and experienced the side effect. But doing only this
means that you’re ignoring all data that would not support your hypothesis,
rather than seeking evidence that may lead you to reevaluate it. Confirmation
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bias may also lead you to discount evidence that contradicts your hypothesis; you
might suggest that the source of the evidence is unreliable, or that the study used
faulty experimental methods.

In addition to bias in the types of evidence people seek and use, there can
also be bias in how they interpret the evidence. If a new drug is being tested and
an unblinded doctor knows the patient is on the drug and believes the drug to be
helpful, she may seek signs of its efficacy. Since many measures are subjective
(e.g., mobility, fatigue) this can lead to biased estimates for these indicators and
inference of a correlation that does not exist.13 This example comes from a real
study where only unblinded doctors found a drug to be effective (we’ll talk about
this one more in Chapter 7, along with why blinding is so important). Thus, the
interpretation of data can differ depending on prior beliefs, leading to different
results.14

One particular form of confirmation bias is what’s called “illusory correla-
tion,” which is seeing a correlation where none exists. The possible relationship
between arthritis symptoms and the weather is so widely reported that it’s often
treated as a fact, but knowing about the relationship can lead to patients report-
ing a correlation simply because they expect to see one. When researchers tried
to study this objectively, using a combination of patient reports, clinicians’ evalu-
ations, and objective measures, they found no connection at all (others have
found that the true culprit might be humidity, but it’s not conclusive).15 In fact,
when college students were shown data that was meant to represent patient
reports of joint pain and barometric pressure, they not only reported correlations
even when there were none, but had differing interpretations of whether the
exact same sequences were negatively or positively correlated.

This type of bias is similar to sampling bias since one reason an erroneous
correlation may be identified is because of a focus on only one portion of the
data. If you expect there to be a negative relationship between the variables, you
might focus on small pieces of the whole series that confirm that belief. This is
why it’s a type of confirmation bias: one might home in on some data due to
prior beliefs. In the case of arthritis and the weather, perhaps people give too
much weight to some evidence (discounting instances of arthritis pain with good
weather, and highlighting those with bad weather), or see evidence that just isn’t
there (reporting symptoms differently based on the weather and what relation-
ship they expect to exist).
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What can we do with correlations?

Say we do find that there is a correlation between what time people submit a
grant proposal and whether it’s funded. In fact, the earlier someone submits, the
higher their proposal is scored, and the correlation coefficient is actually 1. It
seems like a sure bet then that if someone submits a week in advance I can pre-
dict whether their grant will be funded, right?

This is exactly what many retailers are counting on when they try to learn
predictors of purchasing behavior. Target made headlines when it was declared
that they “knew” a teenager was pregnant before her family did.16 Of course, Tar-
get didn’t actually know that the girl was pregnant; rather they used their vast
amount of data collected on other customers (and purchased from other sources)
to learn which factors are correlated with various stages of pregnancy. With
enough observations, Target could find, for example, that buying either lotion or
cotton balls isn’t significant alone, but that women who are pregnant often buy
these two items along with some vitamin supplements. With enough data on
purchasing patterns and due dates (which could come from baby registries or be
estimated from purchase dates of pregnancy tests), they can determine the likeli-
hood that a shopper is pregnant and estimate how far along she is. Further, even
just knowing someone purchased two pregnancy tests in a row lets us know that
the first one was likely positive.

Correlations are what websites like Amazon, Netflix, and LinkedIn use to
suggest complementary items, movies you might like, and potential connections.
Netflix, for instance, can find individuals who seem to like the same movies as
you and then suggest movies they’ve rated highly and that you haven’t seen yet
(this is also what enabled researchers to reidentify people in the deidentified Net-
flix dataset, using data from another source such as IMDB17). The algorithms are
more complex than what we’ve talked about, but that is the basic idea. These
companies aren’t necessarily concerned with what really causes you to do some-
thing. After all, Netflix can recommend enough movies you’ll enjoy without try-
ing to figure out that you only like to watch sitcoms when you’ve had a stressful
day at work.

However, there are many instances where predictions based on correlations
may fail—even without getting into whether the correlations correspond to
causal relationships. One danger is that, for any correlation between two vari-
ables, we can probably come up with some story about how it could arise, leading
to undue confidence in the results. A famous example in data mining is using
grocery store transaction data to find that beer and diapers are often purchased
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together. The myth became that men buying diapers before the weekend would
also buy some beer while they were at the store as a “reward.” Yet after tracing
the story back to its origins, Daniel Power (2002) found that the original correla-
tion had no information about gender or day of the week and was never used to
increase profits by moving the items closer together on the grocery shelf, as some
had claimed. The purchased items could just as easily have been popcorn and tis-
sues (sad movie night) or eggs and headache medication (hangovers).

Say Amazon finds a strong correlation between purchasing episodes of a TV
show set in a high school, and purchasing AP exam study books. Clearly being an
American teenager is what’s driving both purchases, and not knowing that is fine
if Amazon just wants to make recommendations to the same group the purchase
data was from. However, if they then start recommending AP study books to cus-
tomers in other countries, this won’t result in many purchases, since the exams
are primarily taken by students in the United States. So, even if a correlation is
genuine and reliable, it might fail to be useful for prediction if we try to transfer
it to another population that doesn’t have the right features for it to work (more
on these features in Chapter 9). The correlation doesn’t tell us anything about
why these items are connected—that the purchasers are age 16–17, studying for
AP exams, and also enjoy TV shows with characters their age—so it is difficult to
use it for prediction in other situations.

This example is fairly straightforward, but others with vague mechanisms
have persisted. In 1978, a sportswriter jokingly proposed a new indicator for the
stock market: if an American Football League team wins the Super Bowl, at the
end of the year the market will be down, and otherwise it will be up.18 There’s no
particular reason these events should be linked, but given all the possible indica-
tors one could use for the market, surely one will seem to be right often enough
to convince an uncritical audience. Yet with no understanding of how this could
possibly work, we can never predict which years will fail to repeat the pattern.

Similarly, it could be that since it is well known, knowledge of the alleged
correlation affects behavior. This is also a concern when using observational data
such as web searches or social media posts to find trends. The mere knowledge
that people are doing that can lead to changes in user behavior (perhaps due to
media coverage), as well as malicious gaming of the system.

So, while correlations can be useful for prediction, those predictions may
fail, and a measured correlation may be false.
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Why isn’t correlation causation?

After I gave a lecture on causal inference one student asked, “Didn’t Hume say
causation is really just correlation?” The answer is yes and no. The relationship
itself may have more to it, but we cannot know this for sure, and what we are
able to observe is essentially correlation (special types of regularities). However,
this does not mean that causality itself is correlation—just that correlations are
what we observe. It also means that most of the work of finding and evaluating
causal relationships is in developing ways of distinguishing the correlations that
are causal from those that are not.

We might do this with experiments or with statistical methods, but the point
is that we cannot stop at identifying a correlation. While much of this book is
devoted to discussing the many ways a seeming causal relationship may not be
so, we’ll briefly look at some of the ways correlations can arise without a corre-
sponding causal relation here and expand on others in later chapters.

The first thing to notice is that measures of correlation are symmetrical. The
correlation between height and age is exactly the same as that between age and
height. On the other hand, causality can be asymmetrical. If coffee causes insom-
nia, that doesn’t mean that insomnia must also cause coffee drinking, though it
could if getting little sleep makes people drink more coffee in the morning. Simi-
larly, any measure of the significance of causes (e.g., conditional probabilities)
will differ for the two directions. When we find a correlation, without any infor-
mation on what factor even happens first, it may be equally likely that each is a
cause of the other (or that there’s a feedback loop), and a measure of correlation
alone cannot distinguish between these two (or three) possibilities. If we try to
come up with a causal story for a pair of correlated things, we’re drawing on
background knowledge to propose which would most plausibly lead to the other.
For example, even if gender is correlated with risk of stroke, it is not possible for
stroke to cause gender. Yet if we found a correlation between weight gain and
sedentary behavior, nothing in the measure of how correlated these factors are
tells us what the directionality of the relationship might be.

Erroneous correlations may arise for many reasons. In the case of XMRV
and CFS, the correlation was due to contamination of the samples used in experi-
ments. In other cases, there might be a bug in a computer program, mistakes in
transcribing results, or error in how the data were analyzed. A seeming connec-
tion may also be due to statistical artifacts or mere coincidences, as in the stock
market and football example. Yet another reason is bias. Just as we can find a
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correlation that doesn’t exist from a biased sample, the same problem can lead to
a correlation with no causation.

It’s important to be aware that causal relationships are not the only explana-
tion for correlations, though they can explain some cases. For example, we could
find a correlation between being on time to work and having a large breakfast,
but maybe both are caused by waking up early (which leaves time for eating,
rather than rushing straight to the office). When we find a correlation between
two variables, we must examine whether such an unmeasured factor (a common
cause) could explain the connection.

In some cases that we’ll talk about in Chapter 4, this shared factor is time,
and we’ll see why we can find many erroneous correlations between factors with
steady trends over time. For example, if the number of Internet users is always
increasing and so is the national debt, these will be correlated. But generally we
are referring to a variable or set of variables that explain the correlation. For
example, we may ask whether studying improves grades, or if better students are
likelier to both study and get high marks. It might be that innate ability is a com-
mon cause of both grades and study time. If we could alter ability, it would have
an effect on both marks and study time, yet any experimentation on grades and
studying would have no effect on the other two factors.

A similar reason for a correlation without a direct causal relationship is an
intermediate variable. Say living in a city is correlated with low body mass index
(BMI), due to city dwellers walking rather than driving and having higher activity
rates. Living in the city then indirectly leads to low BMI, but it makes moving to a
city and then driving everywhere a futile strategy for weight loss. Most of the
time we find an indirect cause (e.g., smoking causing lung cancer rather than the
specific biological processes by which it does so), but knowing the mechanism
(how the cause produces the effect) provides better ways of intervening.

Finally, aggregate data can lead to odd results. A 2012 article in the New Eng-
land Journal of Medicine reported a striking correlation between chocolate con-
sumption per capita, and number of Nobel Prize winners per 10 million
residents.19 In fact, the correlation coefficient was 0.791. This number increased
to 0.862 after excluding Sweden, which was an outlier that produced far more
Nobel Prize winners than expected given its chocolate consumption. Note,
though, that the data on chocolate consumption and prizes come from different
sources that estimate each separately for the country as a whole. That means we
have no idea whether the individuals eating chocolate are the same individuals
winning the prizes. Further, the number of prize winners is a tiny fraction of the
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overall population, so just a few more wins could lead to a dramatic change in the
correlation calculation. Most reports of the correlation focused on the potential
for causality between chocolate consumption and Nobel Prize wins with head-
lines such as “Does chocolate make you clever?”20 and “Secret to Winning a
Nobel Prize? Eat More Chocolate.”21 The study doesn’t actually support either of
these headlines, though, and countries with many winners could celebrate with
lots of chocolate (remember, the correlation coefficient is symmetric). More than
that, we can say nothing about whether eating more chocolate will improve your
chances of winning, if countries should encourage their citizens to eat chocolate,
or if chocolate consumption is just an indicator for some other factor, such as the
country’s economic status. If you need any further reason to be skeptical of this
correlation, consider that researchers, specifically trying to show the foolishness
of interpreting a correlation as causal with no further inquiry, have also found a
statistically significant correlation between the stork population and birth rates
across various countries.22

While the chocolate study is humorous, that type of aggregated data is often
used to try to establish a correlation in a population, and for all of the reasons
above, it is particularly difficult to use and interpret. Having data over time can
help (e.g., did chocolate consumption increase before prizes were awarded?), but
there could still be multiple events precipitating a change (e.g., a sudden increase
in chocolate consumption and a simultaneous change in educational policy), and
Nobel Prizes are often given long after the precipitating accomplishments. There
may also be many other factors exhibiting similar correlations. In the case of this
research, a humorous “follow-up study” suggested a link between Nobel Prizes
and milk.23

Multiple testing and p-values

A subject was shown pictures of social situations and asked to determine the
emotion of the individual in each photo while in a functional magnetic resonance
imaging (fMRI) scanner. Using fMRI, researchers can measure blood flow in
localized areas of the brain, and often use that measurement as a proxy for neural
activity24 to determine which areas of the brain are involved in different types of
tasks. The resulting colorful images show which regions have significant blood
flow, which is what’s meant when articles talk about some region of the brain
“lighting up” in response to a particular stimulus. Finding areas that are activated
could provide insight into how the brain is connected.
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In this study, several regions of the subject’s brain were found to have statis-
tically significant changes in blood flow. In fact, while a threshold of 0.05 is often
used as a cutoff for p-value measurements (smaller values indicate stronger sig-
nificance), the activity level associated with one region had a p-value of 0.001.25

Could that region of the brain be related to imagining the emotions of others
(perspective taking)?

Given that the subject in this study was a dead salmon, that seems unlikely.
So how can a deceased fish seemingly respond to visual stimuli? The results here
would be reported as very significant by any usual threshold, so it’s not a matter
of trying to exaggerate their significance—but to understand how such a result
could be, we need a brief statistical interlude.

Researchers often want to determine if an effect is significant (is a correla-
tion genuine or a statistical artifact?) or whether there’s a difference between two
groups (are different regions of the brain active when people look at humans ver-
sus at animals?), but need some quantitative measure to objectively determine
which of their findings are meaningful. One common measure of significance is
what’s called a p-value, which is used for comparing two hypotheses (known as
the null and alternate hypotheses).

A p-value tells you the probability of seeing a result at least as extreme as the
observed result if the null hypothesis were true.

For our purposes, these hypotheses could be that there is no causal relation-
ship between two things (null) or that there is a causal relationship (alternate).
Another null hypothesis may be that a coin is fair with the alternate hypothesis
being that the coin is biased. P-values are often misinterpreted as being the prob-
ability of the null hypothesis being true. While a threshold of 0.05 is very com-
monly used, there is no law that says results with p-values under 0.05 are
significant and those above are not. This is merely a convention and choosing
0.05 will rarely raise objections among other researchers.26 These values do not
correspond to truth and falsity, since insignificant results can have minuscule p-
values, while a significant result may fail to reach statistical significance.

The movie Rosencrantz & Guildenstern Are Dead begins with the characters
flipping a found coin and becoming increasingly perplexed as it comes up heads
157 times in a row.27 The odds of a coin coming up heads 157 times in a row are
really low (1 in 2157 to be exact), and the only equally extreme result for 157 flips
would be all tails, so what Rosencrantz and Guildenstern observed would indeed
have a very low p-value. Now, this doesn’t mean that something strange was nec-
essarily going on, only that this result is unlikely if the coin is fair.
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For a less extreme case, say we flip a coin 10 times and get 9 heads and 1 tail.
The p-value of that result (with the null hypothesis being that the coin is fair and
the alternate that it is biased in either direction) is the probability of that 9 heads
plus 1 tail, plus the probability of 9 tails and 1 head, plus the probability of 10
heads, plus the probability of 10 tails.28 The reason the two runs of all heads and
all tails are included is because we’re calculating the probability of an event at
least as extreme as what was observed, and these are more extreme. Our alternate
hypothesis is that the coin is biased in any direction, not just for heads or for
tails, which is why the long runs of tails are included. Figure 3-6 shows histo-
grams for the number of heads in 10 flips of 10 coins. If the outcome were
exactly 5 heads and 5 tails for every coin, the graphs would each be a single bar of
length 10, centered on 5. But in reality, both higher and lower values occur, and
there’s even one run of all tails (indicated by the small bar all the way to the left
of one plot).

Figure 3-6. Each histogram represents an experiment of flipping 10 coins 10 times each. Each ser-
ies of 10 flips leads to one data point in the graph based on the number of heads. Eight example
experiments are shown.

This event is still unlikely to occur with one fair coin, but what if we flip 100
fair coins? By doing more tests, we’re creating more opportunities to see some-
thing seemingly anomalous just by chance. For instance, the probability of a par-
ticular individual winning a lottery is really low, but if enough people play, we
can be virtually guaranteed that someone will win. Figure 3-7 shows the same
type of histogram as before, but for 100 coins rather than 10. It would actually be
more surprising to not see at least one run of 9 or more heads or tails when that
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many coins are flipped (or to see a lottery with no winners if the odds are 1 in 10
million and 100 million people play).

Figure 3-7. Results of flipping 100 coins 10 times each. Four example experiments are shown.

This issue of many tests being conducted at once was exactly the problem in
the fMRI study we started with. Thousands of tiny regions of the brain were
examined (even more are used in human studies, where brains are substantially
larger), so it’s not all that surprising that one of these regions would seem to
exhibit significant blood flow. This type of problem is referred to as multiple
hypothesis testing, which is exactly what it sounds like—testing large numbers of
hypotheses simultaneously. This is increasingly a challenge with new methods
that enable generation of huge datasets (e.g., fMRI and gene expression arrays)
and with so-called “big data.” Whereas previously it might have only been possi-
ble to test a single hypothesis with a single experiment, now we can analyze thou-
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sands of variables and shouldn’t be surprised to find correlations between some
of these just because of the number of tests we’re doing.

In the salmon study, the researchers tested thousands of hypotheses, each
being that a region of the brain would exhibit significant activity during the task.
Showing that all of these tests can lead to seemingly significant results by chance
alone was in fact the point of their study. They then demonstrated that, by using
statistical methods that correct for the multiple comparisons (essentially, each
test needs to be conducted with a stricter threshold), there was no significant
activity, even at very relaxed thresholds for the p-values.29

The important thing to remember here is that when you read a report about
a significant finding that was culled from a huge set of simultaneous tests, see
how the authors handled the multiple comparisons problem. Statisticians disa-
gree about how exactly to correct for this (and when), but basically the debate
comes down to what type of error is worse. When correcting for multiple com-
parisons, we’re essentially saying we want to make fewer false discoveries, and
are OK with possibly missing some significant findings as a result (leading to
false negatives). On the other hand, if we argue for not correcting, we’re express-
ing a preference for not missing any true positives, at the expense of some false
discoveries.

There’s always a tradeoff between these two types of error, and what’s pref-
erable depends on one’s goals.30 For exploratory analysis where results will be fol-
lowed up on experimentally, maybe we want to cast a wide net. On the other
hand, if we’re trying to select a highly targeted group of candidates for expensive
drug development, each false inference could lead to a lot of wasted money and
effort.

Causation without correlation

Finally, while we often discuss why a correlation might not be causal, it’s impor-
tant to recognize that there can also be true causal relationships without any
apparent correlation. That is, correlation alone is insufficient to demonstrate cau-
sation, and finding a correlation is also not necessary for causation. One example
is what’s called Simpson’s paradox (this is discussed in detail in Chapter 5). Basi-
cally, even if there’s a relationship within some subgroups (say, a test drug
improves outcomes compared to a current treatment in a certain population), we
might find no relationship at all, or even a reversal when the subgroups are com-
bined. If the new drug is used more often by very sick patients, while less-ill
patients get the current treatment more often, then if we don’t account for
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severity of illness it will seem like the test drug leads to worse outcomes in the
population as a whole.

For another example of causation without correlation, consider the effect of
running long distances on weight. Now, lots of running can reduce weight due to
calorie expenditure, but running can also lead to a big increase in appetite, which
can increase weight (and thus have a negative influence on weight loss). Depend-
ing on the exact strength of each influence or the data examined, the positive
effect of running could be exactly balanced by its negative impact, leading to find-
ing no correlation whatsoever between running and weight loss. The structure of
this example is shown in Figure 3-8. Another case is smokers who exercise and
eat well to compensate for the negative health impacts of smoking, potentially
leading to finding no impact on some outcomes. In both cases, a cause has posi-
tive and negative influences through different paths, which is why we might
observe either no correlation at all or something close to that (remember, the
measures aren’t perfect).

Figure 3-8. Set of positive (up arrow) and negative (down arrow) causal relationships. Depend-
ing on the population, these could cancel out.

We’ve already looked at other reasons we could fail to find a correlation when
one exists (e.g., sampling bias, insufficient variation, confirmation bias, nonlin-
ear relationships, and so on), and we often hear that correlation does not imply
causation. But it’s important to keep in mind the reverse: causation doesn’t
always imply correlation.31
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Time
How does time affect our ability
to perceive and reason with causality?

A randomized controlled trial conducted in 2001 tested whether prayer could
improve patient outcomes, such as reducing how long patients were in the hospi-
tal.1 The double-blind study (neither doctors nor patients knew who was in each
group) enrolled 3,393 adult hospital patients who had bloodstream infections,
with approximately half assigned to the control group and half to the prayer inter-
vention group. Of the measured outcomes, both length of hospital stay and fever
were reduced in the intervention group, with the difference being statistically sig-
nificant (p-values of 0.01 and 0.04).

Yet if this intervention is so effective, why aren’t all hospitals employing it?
One reason is that the patients in this study were in the hospital from 1990 to
1996—meaning that the prayers for their recovery took place long after their hos-
pital stays and outcomes occurred. In fact, the prayers were not only retroactive,
but also remote, occurring at a different place and time and by people who had
no contact with the patients.

A cause affecting something in the past is completely contrary to our under-
standing of causality, which usually hinges on causes preceding their effects (if
not being nearby in time as well) and there being a plausible physical connection
linking cause and effect. Yet the study was conducted according to the usual
standards for randomized trials (such as double blinding) and the results were
statistically significant by commonly used criteria. While the article elicited many
letters to the editor of the journal about the philosophical and religious implica-
tions, issues of faith were not the point. Instead, the study challenges readers to
ask whether they would accept results that conflict severely with their prior
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beliefs if they came from a study that conformed to their standards for methodo-
logical soundness and statistical significance.

Can you envision a study that would convince you that a cause can lead to
something happening in the past? The point here is that even though the study
seems sound, we are unlikely to believe the intervention is the cause, because it
so violates our understanding of the timing of cause and effect. If your prior
belief in a hypothesis is low enough, then there may be no experiment that can
meaningfully change it.

While the order of events is central to causality, we are also sensitive to the
length of time that elapses between cause and effect. For instance, if you see a
movie with a friend who has the flu and you get sick three months later, you
likely wouldn’t say your friend made you sick. But if you believe that exposure to
someone with the flu causes illness, why do you not blame your friend? It’s not
just a matter of exposure to a virus causing illness, but rather that exposure can’t
cause symptoms of the virus immediately due to the incubation period and also
can’t be responsible for a case of the flu far in the future. In fact, there’s a very
narrow window of time where an exposure can lead to illness, and you use this
timing to narrow down which exposures could have led to a particular onset.

Time is often what enables us to distinguish cause from effect (an illness
preceding weight loss tells us that weight loss couldn’t have caused the illness),
lets us intervene effectively (some medications must be given shortly after an
exposure), and allows us to predict future events (knowing when a stock price
will rise is much more useful than just knowing it will rise at some undeter-
mined future time). Yet time can also be misleading, as we may find correlations
between unrelated time series with similar trends, we can fail to find causes
when effects are delayed (such as between environmental exposures and health
outcomes), and unrelated events may be erroneously linked when one often pre-
cedes the other (umbrella vendors setting up shop before it rains certainly do not
cause the rain).
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Perceiving causality

How is it that we can go from a correlation, such as between exercise and weight
loss, to deducing that exercise causes weight loss and not the other way around?
Correlation is a symmetric relation (the correlation between height and age is
exactly the same as that for age and height), yet causal relationships are asym-
metric (hot weather can cause a decrease in running speed without running
causing changes in the weather). While we can rely on background knowledge,
knowing that it’s implausible for the speed at which someone runs to affect the
weather, one of the key pieces of information that lets us go from correlations to
hypotheses for causality is time.

Hume dealt with the problem of asymmetry by stipulating that cause and
effect cannot be simultaneous and that the cause must be the earlier event. Thus,
if we observe a regular pattern of occurrence, it can only be that the earlier event
is responsible for the later one.2 However, Hume’s philosophical work was
mainly theoretical, and while it makes sense intuitively that our perception of
causality depends on temporal priority, it does not mean that this is necessarily
the case.

When you see one billiard ball moving toward another, striking it, and the
second being launched forward, you rightly believe the first ball has caused the
second to move. On the other hand, if there was a long delay before the second
ball moved or the first ball actually stopped short of it, you might be less likely to
believe that the movement was a result of the first ball. Is it the timing of events
that leads to a perception of causality, or does this impression depend on spatial
locality?

To understand this, we now pick back up with the psychologist Albert
Michotte, who we last saw in Chapter 2. In the 1940s, he conducted a set of
experiments to disentangle how time and space affect people’s perception of cau-
sality.3 In a typical experiment, participants saw two shapes moving on a screen
and were asked to describe what they saw. By varying different features of the
motion, such as whether the shapes touched and whether one moved before the
other, he tried to pinpoint what features contributed to participants having
impressions of causality.
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Michotte’s work is considered a seminal study in causal perception, though
there has been controversy over his methods and documentation of results. In
many cases it’s unclear how many participants were in each study, what their
demographic characteristics were, exactly how responses were elicited, and how
participants were recruited. Further, the exact responses and why they were inter-
preted as being causal or not are not available. According to Michotte, many of
the participants were colleagues, collaborators, and students—making them a
more expert pool than the population at large. While the work was an important
starting point for future experiments, the results required further replication and
follow-up studies.4

In Michotte’s experiments where two shapes both traveled across the screen,
with neither starting to move before or touching the other (as in Figure 4-1a), par-
ticipants tended not to describe the movement in causal terms.5 On the other
hand, when one shape traveled toward the other, and the second moved after its
contact with the first (as in Figure 4-1b), participants often said that the first circle
was responsible for the movement of the second,6 using causal language such as
pushes and launches. Even though the scenes simply depict shapes moving on a
screen, with no real causal dependency between their trajectories, people still
interpret and describe the motion causally.7 This phenomenon, where viewers
describe the motion of the second shape as being caused by the first shape acting
as a launcher, is called the launching effect. Notably, introducing a spatial gap
between the shapes (as in Figure 4-1c) did not remove impressions of causality.8

That is, if the order of events remained the same, so that one circle moved toward
another, stopped before touching it, and the second circle started moving right
after the first stopped, participants still used causal language. From this experi-
ment, it seems in some cases temporal priority might be a more important cue
than spatial contiguity, but this may depend on features of the problem and the
exact spatial distance.

While the original methodology cannot be replicated exactly from the pub-
lished descriptions, other work has confirmed the launching effect. Its preva-
lence, though, has been lower than suggested by Michotte, with potentially only
64–87% of observers describing the motion as causal when they first see it.9
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Figure 4-1. The pictures above represent some of the types of experiments Michotte conducted,
where shapes moved in different ways. Arrows indicate that a shape is moving, and in what
direction.

Now imagine one ball rolling toward another. The first ball stops once it
touches the second, and, after a pause, the second ball starts to roll in the same
direction the first had been moving. Did the first ball cause the second to move?
Does it matter if the delay is 1 second or 10 seconds? Hume argued that contigu-
ity in space and time are essential to inferring a relationship, but in practice we
don’t always see every link in a causal chain. To examine the effect of a delay on
impressions of causality, Michotte created scenes just like those we have seen
with the two balls, with a pause between one shape ending its motion and the
other beginning to move, as shown in Figure 4-1d. He found that despite the spa-
tial contiguity (the shapes did touch), a delay in motion eradicated all impres-
sions of causality.10

Aside from questions about the participants’ level of expertise (and how
much they knew about both the experiments and Michotte’s hypotheses), one of
the limitations of these experiments is that the participants are only describing
the behavior of shapes on a screen, rather than attempting to discover a system’s
properties by interacting with it. Think of this as the difference between watching

TIME | 61



someone push an elevator call button and seeing when the elevator arrives, and
being able to push the button yourself at the exact intervals of your choosing.
While Michotte’s work showed that people might describe scenes in causal terms
under certain conditions, what happens in a physical system where participants
can control when the cause happens?

Building on Michotte’s studies, Shanks, Pearson, and Dickinson (1989) con-
ducted seminal work on how time modulates causal judgments, and unlike
Michotte’s experiments, the system was an instrument with which the partici-
pants interacted. Here, pushing the space bar on a keyboard led to a flashing tri-
angle being displayed on a computer screen, and participants had to determine to
what extent pushing the space bar caused the triangle to appear.

The researchers found that going from no delay to just a 2-second delay
between the button being pushed and the triangle appearing led to participants
rating the button as less likely to cause the visual effect. Using a set of delays
ranging from 0 to 16 seconds, they found that, on average, causal ratings
decreased as the delay between the action and its effect increased.

With physical objects, we have good reason to suspect that one object doesn’t
cause another to move if there’s a long delay between the objects coming in con-
tact and movement beginning. In other cases, though, effects should not be
expected to appear instantaneously. Exposure to a pathogen does not immedi-
ately cause disease, regulatory policies can take years to have measurable effects,
and weight loss due to exercise is a gradual process. It seems problematic, then,
that experiments seem to show that delays always reduce judgments of causality
or lead to spurious inferences.

More recent research has found that while delays may make it more difficult
to correctly judge causality, this could in part depend on what timing people
expect to see. While a 10-minute delay between hitting a golf ball and it moving
conflicts severely with our knowledge of physics, a 10-year delay between expo-
sure to a carcinogen and developing cancer is not unexpected. The role of the
delay length may depend in part on what we already know about the problem and
how we expect things to work. In many of the psychological experiments men-
tioned so far, the setups are evocative of situations participants are familiar with
and in which they expect an immediate effect. For example, Michotte’s moving
circles stand in for balls (where one expects the second ball to move immediately
upon being hit, and a delay would be unusual), and Shanks et al.’s work involved
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keyboards (where one expects a button press to yield a quick response). On the
other hand, if participants were given scenarios such as evaluating whether
smoking caused lung cancer given the smoking history for an individual and
their lung cancer diagnosis, they might find that a person taking up smoking and
being diagnosed with cancer a week later is highly implausible, as smoking likely
takes much longer to cause cancer.

To investigate this, Buehner and May (2003) performed a similar study as
Shanks et al., except they manipulated the participants’ expectations by giving
them background knowledge that there could be a delay between pressing a key
and the triangle lighting up. Comparisons between two groups of participants,
where only one received information about the potential delay, showed that while
delays always led to lower judgments of the efficacy of causes, the instruction
reduced this effect. Further, the order of experiments (whether participants saw
the delayed or contiguous effects first) significantly affected results. That is, if
participants saw the delayed effect first, their causal ratings were much higher
than if they experienced the contiguous condition first. This effect of experience
lends support to the idea that it is not simply the order of events or the length of
a delay that influences judgment, but how these interact with prior knowledge.
Participants in Michotte’s experiments saw circles moving on a screen, but inter-
preted the shapes as if they were physical objects and thus brought their own
expectations of how momentum is transferred.

While prior information limited how much delays reduced judgments of
causality in Buehner and May’s study, this effect was puzzlingly still present even
though participants knew that a delay was possible. One explanation for the
results is that the experimental setup still involved pushing a button and an effect
happening on the screen. It’s possible that strong prior expectations of how
quickly computers process keyboard input could not be eliminated by the instruc-
tions, and that participants still used their prior experience of the timing of but-
ton presses and responses even when instructed otherwise.

By later using a story about a regular and an energy-efficient light bulb
(where participants might have experienced the delay in these bulbs lighting),
these researchers were able to eliminate any negative effect of a time delay on
causal ratings. There the group receiving instructions gave the same average rat-
ings of causality regardless of whether there was a delay.11
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In each scenario, while the delays no longer reduced causal judgment, partic-
ipants still judged instantaneous effects as being caused even when that wasn’t
supported by the information they were given about the problem. Part of the
challenge is designing an experiment that ensures that participants have strong
expectations for the delay length and that these are consistent with their prior
knowledge of how things work. Later work used a tilted board where a marble
would enter at the top and roll down out of sight to trigger a light switch at the
bottom. The angle of the board could be varied, so that if it is nearly vertical, a
long delay between the marble entering and light illuminating seems implausi-
ble, while if the board is nearly horizontal such a delay would be expected. This is
similar to the fast and slow mechanisms used in the psychological experiments
we looked at in Chapter 2. Using this setup, Buehner and McGregor (2006)
demonstrated that, in some cases, an instantaneous effect may make a cause
seem less likely. While most prior studies showed that delays make it harder to
find causes, and at best can have no impact on inference, this study was able to
show that in some cases a delay can actually facilitate finding causes (with a short
delay and low tilted table reducing judgments of causality). This is a key contribu-
tion, as it showed that delays do not always impede inferences or make causes
seem less plausible. Instead, the important factor is how the observed timing
relates to our expectations.

Note that in these experiments the only question was to what extent pressing
the button caused a visual effect, or whether a marble caused a light to illumi-
nate, rather than distinguishing between multiple possible candidate causes. In
general, we need to not only evaluate how likely a particular event is to cause an
outcome but also develop the hypotheses for what factors might be causes in the
first place. If you contract food poisoning, for example, you’re not just assessing
whether a single food was the cause of this poisoning, but evaluating all of the
things you’ve eaten to determine the culprit. Time may be an important clue, as
foods from last week are unlikely candidates, while more recently eaten foods
provide more plausible explanations.

Some psychological studies have provided evidence of this type of thinking,
showing that when the causal relationships are unknown, timing information
may in fact override over other clues, like how often the events co-occur. How-
ever, this can also lead to incorrect inferences. In the case of food poisoning, you
might erroneously blame the most recent thing you ate based on timing alone,
while ignoring other information, such as what foods or restaurants are most fre-
quently associated with food poisoning. A study by Lagnado and Sloman (2006)
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found that even when participants were informed that there could be time delays
that might make the order of observations unreliable, participants often drew
incorrect conclusions about causal links. That is, they still relied on timing for
identifying relationships, even when this information conflicted with how often
the factors were observed together.

Now imagine you flip a switch. You’re not sure what the switch controls, so
you flip it a number of times. Sometimes a light turns on immediately after, but
other times there’s a delay. Sometimes the delay lasts 1 minute, but other times it
lasts 5 minutes. Does the button cause the illumination? This is a bit like what
happens when you push the button at a crosswalk, where it does not seem to
make the signal change any sooner. The reason it’s hard to determine whether
there’s a causal relationship is because the delay between pushing the button and
the light changing varies so much. Experiments that varied the consistency of a
delay showed that static lags between a cause and effect (e.g., a triangle always
appears on the screen exactly 4 seconds after pressing a button versus varied
delays between 2 and 6 seconds) led to higher causal ratings, and that as the vari-
ability in delays increased, causal ratings decreased.12 Intuitively, if the delay stays
within a small range around the average, it seems plausible that slight variations
in other factors or even delays in observation could explain this. On the other
hand, when there’s huge variability in timing, such as side effects from a medica-
tion occurring anywhere from a day up to 10 years after the medication is taken,
then there is more plausibly some other factor that determines the timing (has-
tening or delaying the effect), more than one mechanism by which the cause can
yield the effect, or a confounded relationship.

The direction of time

Say a friend tells you that a new medication has helped her allergies. If she says
that the medication caused her to stop sneezing, what assumptions do you make
about the order of starting the medication and no longer sneezing? Based on the
suggested relationship, you probably assume that taking the medication preceded
the symptoms stopping. In fact, while timing helps us find causes, the close link
between time and causality also leads us to infer timing information from causal
relationships. Some research has found that knowledge of causes can influence
how we perceive the duration of time between two events,13 and even the order of
events.14

One challenge is that the two events might seem to be simultaneous only
because of the granularity of measurements or limitations on our observation
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ability. For example, microarray experiments measure the activities of thousands
of genes at a time, and measurements of these activity levels are usually made at
regular intervals, such as every hour. Two genes may seem to have the exact
same patterns of activity—simultaneously being over- or underexpressed—when
looking at the data, even if the true story is that one being upregulated causes the
other to be upregulated shortly after. Yet if we can’t see the ordering and we don’t
have any background knowledge that says one must have acted before the other,
all we can say is that their expression levels are correlated, not that one is respon-
sible for regulating the other.

Similarly, medical records do not contain data on every patient every day, but
rather form a series of irregularly spaced timepoints (being only the times when
people seek medical care). Thus we might see that, as of a particular date, a
patient both is on a medication and has a seeming side effect, but we know only
that these were both present, not whether the medication came first and is a
potential cause of the side effect. In long-term cohort studies, individuals may be
interviewed on only a yearly basis, so if an environmental exposure or other fac-
tor has an effect at a shorter timescale, that ordering cannot be captured by this
(assuming the events can even be recalled in an unbiased way). In many cases
either event could plausibly come first, and their co-occurrence doesn’t necessi-
tate a particular causal direction.

The most challenging case is when there is no timing information at all,
such as in a cross-sectional survey where data is collected at a single time. One
example is surveying a random subset of a population to determine whether
there is an association between cancer and a particular virus. Without knowing
which came first, one couldn’t know which causes which if they appear correla-
ted (does the virus cause cancer or does cancer make people more susceptible to
viruses?), or if there is any causality at all. Further, if a causal direction is
assumed based on some prior belief about which came first, rather than which
actually did come first, we might be misled into believing a causal relationship
when we can find only correlations. For example, many studies have tried to
determine whether phenomena such as obesity and divorce can spread through
social networks due to influence from social ties (i.e., contagion). Without timing
information, there’s no way to say which direction is more plausible.15

While some philosophers, such as Hans Reichenbach, have tried to define
causality in probabilistic terms without using timing information (instead trying
to get the direction of time from the direction of causality),16 and there are com-
putational methods that in special cases can identify causal relationships without
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temporal information,17 most approaches assume the cause is before the effect
and use this information when it is available.

One of the only examples of a cause and effect that seem to be truly simulta-
neous, so that no matter what timescale we measured at, we couldn’t find which
event was first, comes from physics. In what’s called the Einstein–Podolsky–
Rosen (EPR) paradox, two particles are entangled so that if the momentum or
position of one changes, these features of the other particle change to match.18

What makes this seemingly paradoxical is that the particles are separated in
space and yet the change happens instantaneously—necessitating causality
without spatial contiguity or temporal priority (the two features we’ve taken as
key). Einstein called nonlocal causality “spooky action at a distance,”19 as causa-
tion across space would require information traveling faster than the speed of
light, in violation of classical physics.20 Note, though, that there’s a lot of contro-
versy around this point among both physicists and philosophers.21

One proposal to deal with the challenge of the EPR paradox is with backward
causation (sometimes called retrocausality). That is, allowing that causes can
affect events in the past, rather than just the future. If when the particle changed
state it sent a signal to the other entangled particle at a past timepoint to change
its state as well, then the state change would not require information transfer
to be faster than the speed of light (though it enables a sort of quantum time
travel).22 In this book, though, we’ll take it as a given that time flows in one direc-
tion and that, even if we might not observe the events as sequential, a cause must
be earlier than its effect.

When things change over time

Does a decrease in the pirate population cause an increase in global temperature?
Does eating mozzarella cheese cause people to study computer science?23 Do
lemon imports cause highway fatalities to fall?

Figure 4-2a depicts the relationship between lemon imports and highway
fatalities, showing that as more lemons are imported, highway deaths decrease.24

Though these data have a Pearson correlation of –0.98, meaning they are almost
perfectly negatively correlated, no one has yet proposed increasing lemon
imports to stop traffic deaths.
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Figure 4-2. Lemons imported into the US (in metric tons) and US highway fatalities (in deaths
per 100,000 people): (a) as a function of one another and (b) as a function of time.

Now look at what happens in Figure 4-2b when we plot both imports and
deaths as a function of time. It turns out that imports are steadily decreasing over
time, while deaths are increasing over the same period. The data in Figure 4-2a
are actually also a time series, in reverse chronological order. Yet we could
replace lemon imports with any other time series that is declining over time—
Internet Explorer market share, arctic sea ice volume, smoking prevalence in the
US—and find the exact same relationship.

The reason is that these time series are nonstationary, meaning that proper-
ties such as their average values change with time. For example, variance could
change so that the average lemon import is stable, but the year-to-year swings are
not. Electricity demand over time would be nonstationary on two counts, as over-
all demand is likely increasing over time, and there is seasonality in the demand.
On the other hand, the outcome of a long series of coin flips is stationary, since
the probability of heads or tails is exactly the same at every timepoint.

Having a similar (or exactly opposite) trend over time may make some time
series correlated, but it does not mean that one causes another. Instead, it is yet
another way that we can find a correlation without any corresponding causation.
Thus, if stocks in a group are all increasing in price over a particular time period,
we might find correlations between all of their prices even if their day-to-day
trends are quite different. In another example, shown in Figure 4-3, autism diag-
noses seem to grow at a similar rate as the number of Starbucks stores,25 as both
happen to grow exponentially—but so do many other time series (such as GDP,
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number of web pages, and number of scientific articles). A causal relationship
here is clearly implausible, but that’s not always obviously the case, and a com-
pelling story can be made to explain many correlated time series. If I’d instead
chosen, say, percent of households with high-speed Internet, there wouldn’t be
any more evidence of a link than that both happen to be increasing, but some
might try to develop an explanation for how the two could be related. Yet this is
still only a correlation, and one that may disappear entirely if we look at a differ-
ent level of temporal granularity or adjust for the fact that the data are
nonstationary.

Figure 4-3. Two nonstationary time series that appear correlated only because they are both
increasing exponentially over time.

Another type of nonstationarity is when the population being sampled
changes over time. In 2013, the American Heart Association (AHA) and Ameri-
can College of Cardiology (ACC) released new guidelines for treating cholesterol
along with an online calculator for determining 10-year risk of heart attack or
stroke.26 Yet some researchers found that the calculator was overestimating risk
by 75–150%, which could lead to significant overtreatment, as guidelines for med-
ication are based on each patient’s risk level.27

The calculator takes into account risk factors like diabetes, hypertension, and
current smoking, but it does not and cannot ask about all possible factors that
would affect risk level, such as details about past smoking history. The
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coefficients in the equations (how much each factor contributes) were estimated
from data collected in the 1990s, so the implicit assumption is that the other
population features will be the same in the current population. However, smok-
ing habits and other important lifestyle factors have changed over time. Cook and
Ridker (2014) estimate that 33% of the population (among whites) smoked at the
beginning of one longitudinal study, compared to less than 20% of the same
population today,28 leading to a different baseline level of risk and potentially
resulting in the overestimation.29

We often talk about external validity, which is whether a finding can be
extrapolated outside of a study population (we’ll look at this in much more depth
in Chapter 7), but another type of validity is across time. External validity refers to
how what we learn in one place tells us about what will happen in another. For
example, do the results of a randomized controlled trial in Europe tell us whether
a medication will be effective in the United States? Over time there may also be
changes in causal relationships (new regulations will change what affects stock
prices), or their strength (if most people read the news online, print ads will have
less of an impact). Similarly, an advertiser might figure out how a social network
can influence purchases, but if the way people use the social network changes
over time, that relationship will no longer hold (e.g., going from links only to
close friends to many acquaintances). When using causal relationships one is
implicitly assuming that the things that make the relationships work are stable
across time.

A similar scenario could occur if we looked at, say, readmission rates in a
hospital over time. Perhaps readmissions increased over time, starting after a
new policy went into effect or after there was a change in leadership. Yet it may
be that the population served by the hospital has also changed over time and is
now a sicker population to begin with. In fact, the policy itself may have changed
the population. We’ll look at this much more in Chapter 9, as we often try to
learn about causal relationships to make policies while the policies themselves
may change the population. As a result, the original causal relationships may no
longer hold, making the intervention ineffective. One example we’ll look at is the
class size reduction program in California schools, where a sudden surge in
demand for teachers led to a less experienced population of instructors.

New causal relationships may also arise, such as the introduction of a novel
carcinogen. Further, the meaning of variables may change. For example, lan-
guage is constantly evolving, with both new words emerging and existing words
being used in new ways (e.g., bad being used to mean good). If we find a relation-
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ship involving content of political speeches and favorability ratings, and the
meaning of the words found to cause increases in approval changes, then the
relationship will no longer hold. As a result, predictions of increased ratings will
fail and actions such as crafting new speeches may be ineffective. On a shorter
timescale, this can be true when there are, say, daily variations that aren’t taken
into account.

There are a few strategies for dealing with nonstationary time series. One
can of course just ignore the nonstationarity, but better approaches include using
a shorter time period (if a subset of the series is stationary) when there’s enough
data to do so, or transforming the time series into one that is stationary.

A commonly used example of nonstationarity, introduced by Elliot Sober,30 is
the relationship between Venetian sea levels and British bread prices, which
seem correlated as both increase over time. Indeed, using the data Sober makes
up for the example, shown in Figure 4-4a (note that units for the variables are not
given), the Pearson correlation for the variables is 0.8204. While the two time
series are always increasing, the exact amount of the increases each year varies
and what we really want to understand is how those changes are related. The
simplest approach is to then look at the difference, rather than the raw values.
That is, how much did sea levels or bread prices increase relative to the previous
year’s measurement? Using the change from year to year, as shown in Figure
4-4b, the correlation drops to 0.4714.

Figure 4-4. Bread prices and sea levels.
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This approach, called differencing (literally, taking the difference between
consecutive data points), is the simplest way of making a time series stationary.
Even if two time series have the same long-term trends (such as a consistent
increase), the differenced data may no longer be correlated if the daily or yearly
fluctuations differ. In general, just differencing does not guarantee that the trans-
formed time series will be stationary, and more complex transformations of the
data may be needed.31

This is one reason work with stock market data often uses returns (the
change in price) rather than actual price data. Note that this is exactly what went
wrong with the lemons and highway deaths, and why we could find similar rela-
tionships for many pairs of time series. If the overall trends are similar and sig-
nificant, then they contribute the most to the correlation measure, overwhelming
any differences in the shorter-term swings, which may be totally uncorrelated.32

Using causes: It’s about time

Is there an optimal day of the week to book a flight? Should you exercise in the
morning or at night? How long should you wait before asking for a raise? Econo-
mists often talk about seasonal effects, which are patterns that recur at the same
time each year and are a form of nonstationarity, but temporal trends are found
in many other types of time series, such as movie attendance (which is affected
by seasonality and holidays) and emergency room visits (which may spike with
seasonal illnesses). This means that if we find factors that drive movie ticket sales
in the winter, these factors may not be applicable if we try to use them to increase
sales in the summer. Other patterns may be due to day of the week (e.g., due to
commuting habits) or the schedule of public holidays.

While the order of events may help us learn about causes (if we observe an
illness preceding weight loss, we know that weight loss couldn’t have caused the
illness) and form better predictions (knowing when to expect an effect), using
causes effectively requires more information than just knowing which event
came first. We need to know first if a relationship is only true at some times, and
second what the delay is between cause and effect.

This is why it’s crucial to collect and report data on timing. Rapid treatment
can improve outcomes in many diseases, such as stroke, but efficacy doesn’t
always decrease linearly over time. For instance, it has been reported that if treat-
ment for Kawasaki disease is started within 10 days after symptoms start,
patients have a significantly lower risk of future coronary artery damage. Treat-
ment before day 7 is even better, but treatment before day 5 does not further
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improve outcomes.33 In other cases, whether a medication is taken in the morn-
ing or at night may alter its efficacy. Thus if a medication is taken at a particular
time or just each day at the same time during a trial, but in real use outside the
trial the timing of doses varies considerably, then it may not seem to work as well
as clinical trials predicted.

Determining when to act also requires knowing how long a cause takes to
produce an effect. This could mean determining when before an election to run
particular advertisements, when to sell a stock after receiving a piece of informa-
tion, or when to start taking antimalarial pills before a trip. In some cases,
actions may be ineffective if they don’t account for timing, such as showing an ad
too early (when other, later, causes can intervene), making trading decisions
before a stock’s price has peaked, or not starting prophylactic medication early
enough for it to be protective.

Similarly, timing may also affect our decision of whether to act at all, as it
affects our judgments of both the utility of a cause and its potential risks. The
utility of a cause depends on both the likelihood that the effect will occur (all else
being equal, a cause with a 90% chance of success would be preferable to one
with only a 10% chance), and how long it will take. Smoking, for example, is
known to cause lung cancer and cardiovascular disease, but these don’t develop
immediately after taking up smoking. Knowing the likelihood of cancer alone is
not enough to make informed decisions about the risk of smoking unless you
also know the timing. It’s possible that, for some people, a small chance of illness
in the near future may seem more risky than a near certainty of disease in the far
future.

However, when deciding on an intervention we’re usually not just making a
decision about whether to use some particular cause to achieve an outcome, but
rather choosing between potential interventions. On an episode of Seinfeld, Jerry
discusses the multitude of cold medication options, musing, “This is quick-
acting, but this is long-lasting. When do I need to feel good, now or later?”34

While this information adds complexity to the decision-making process, it ena-
bles better planning based on other constraints (e.g., an important meeting in an
hour versus a long day of classes).

Time can be misleading

Time is one of the key features that lets us distinguish causes from correlations,
as we assume that when there is a correlation, the factor that came first is the
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only potential cause. Yet because the sequence of events is so crucial, it may be
given too much credence when trying to establish causality.

Say a school cafeteria decides to reduce its offerings of fried and high-calorie
foods, and increase the amount of fruits, vegetables, and whole grains that are
served. Every month after this, the weight of the school’s students decreases.
Figure 4-5 shows a made-up example with the median weight (number so that
half are less and half are greater) of the students over time. There’s a sudden
drop after the menu change, and this drop is sustained for months after. Does
that mean the healthy new offerings caused a decrease in weight?

Figure 4-5. Value of a variable over time. After a change occurs, the measured variable’s value
drops.

This type of figure, where there’s a clear change in a variable’s value after
some event, is often used to make such a point, but it simply cannot support that
reasoning. Common examples of this are when proponents of a particular law
point to a drop in mortality rates after its introduction, or an individual thinks a
medication led to a side effect because it started a few days after they begin taking
the drug.

In the cafeteria case, we have no idea whether the students are the same
(perhaps students who liked healthier foods transferred in and students who
hated the new menu transferred out), whether students or parents asked for the
new menu because they were already trying to lose weight, or whether there was
another change at the same time that was responsible for the effect (perhaps
sporting activities and recess time increased simultaneously). It’s rarely, if ever,
just one thing changing while the rest of the world stays completely the same, so
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presenting a time series with just two variables mistakenly gives the impression
of isolating the effect of the new factor. It is still only a correlation, albeit a tem-
poral one.

Interventions in the real world are much more complicated and less conclu-
sive than laboratory experiments. Say there’s a suspected cluster of cancer cases
in an area with an industrial plant. Eventually the plant is closed, and steps are
taken to reverse the contamination of water and soil. If the cancer rate decreases
after the plant closure, can we conclude that it was responsible for the disease?
We actually have no idea whether the decrease was a coincidence (or if the initial
increase itself was simply a coincidence), whether something else changed at the
same time and was truly responsible, and so on. Additionally, the numbers are
often quite small, so any variations are not statistically significant.

This is a commonly known logical fallacy referred to as “post hoc ergo prop-
ter hoc,” which means “after therefore because.” That is, one erroneously con-
cludes that one event is caused by another simply because it follows the first one.
For example, one may examine how some rate changed after a particular histori-
cal event—did the rate of car accident deaths decrease after the introduction of
seat belt laws? However, many changes are happening at the same time, and the
system itself may even change as a result of the intervention. We’ll talk about
that challenge in depth in Chapter 7, but perhaps healthier cafeteria food only
indirectly leads to weight loss by prompting people to exercise more. Similarly,
temporal patterns such as a sports team winning every time it rains before a
game may lead to one thinking there’s a causal relationship, even though these
events are most plausibly explained as coincidental. This problem often arises if
we focus on a short timespan, ignoring long-term variations. Two extremely
snowy winters in a row, taken in isolation, may lead to erroneous conclusions
about winter weather patterns. By instead looking at decades of data, we can
understand yearly fluctuations in the context of the overall trend. Finally, two
events may co-occur only because other factors make them likely to occur at the
same time. For instance, if children are introduced to new foods around the
same age that symptoms of a particular illness become apparent, many may
report a seeming link between the two because they always happen at around the
same time.

A related fallacy is “cum hoc ergo propter hoc” (with therefore because),
which is finding a causal link between events that merely occur together. The
difference with post hoc is that there’s a temporal ordering of events, which is
why that error is especially common.
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As always, there could be a common cause of the first event and effect (e.g.,
do depression medications make people suicidal, or are depressed people more
likely to be suicidal and take medication?), but the effect also may have happened
anyway, and is merely preceded by the cause. For example, say I have a headache
and take some medication. A few hours later, my headache is gone. Can I say
that it was due to the medication? The timing makes it seem the like headache
relief was a result of the medication, but I cannot say for sure whether it would
have happened anyway in the absence of medication. I would need many trials of
randomly choosing to take or not take medication and recording how quickly a
headache abated to say anything at all about this relationship. In Chapter 7 we’ll
see why this is still a weak experiment, and we should be comparing the medica-
tion to a placebo.

Just as events being nearby in time can lead to erroneous conclusions of cau-
sality, lengthy delays between cause and effect may lead to failure to infer a
causal link. While some effects happen quickly—striking a billiard ball makes it
move—others are brought about by slow-acting processes. Smoking is known to
cause lung cancer, but there’s a long delay between when someone starts smok-
ing and when they get cancer. Some medications lead to side effects decades after
they’re taken. Changes in fitness due to exercise build slowly over time, and if we
are looking at weight, this may seem to initially increase if muscle builds before
fat is lost. If we expect an effect to closely follow its cause, then we may fail to
draw connections between these genuinely related factors. While it is logistically
difficult for scientists to collect data over a period of decades to learn about fac-
tors affecting health, this is also part of the difficulty for individuals correlating
factors such as diet and physical activity with their health.
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Observation
How can we learn about causes
just by watching how things work?

One day on my commute I saw an ad on the New York City subway that read, “If
you finish high school, get a job, and get married before having children, you
have a 98% chance of not being in poverty.” This ad is meant to discourage teen
pregnancy, but it is not clear how to interpret such a statistic. It seems to imply
that if a teenager does all of these things, she will have a 98% chance of non-
poverty. But is that true? And does this mean she won’t be in poverty at the cur-
rent time or will never fall into poverty? The number comes from a study
examining poverty rates among people with various characteristics such as mari-
tal status, age, and education level, and calculating what fraction of that popula-
tion were in poverty.1 Yet the resulting statistic is based solely on observational
data.

No one enacted policies (individual or societal) to make teenagers get preg-
nant or not, or force them into poverty or not. This means that the statistic only
describes a characteristic observed in a population: 98% of people studied who
finished high school, got jobs, and got married before having children did not
end up in poverty. If an individual finishes high school, gets a job, and gets mar-
ried before having children, their personal odds of being in poverty may differ.
Thinking back to Chapter 1, this is similar to the distinction between the odds of
any family being affected by SIDS, and an individual death being caused by
SIDS.

It may also be that the same conditions that lead someone to not finish
school or to fail to find work also lead to poverty and could be outside their con-
trol. Perhaps they have to care for an aging family member or have limited access

77

| 5



to resources like healthcare or family support. This means that they might not be
able to simply get a job without addressing other factors (e.g., finding another
caregiver for a parent) and that, even if they do meet all three criteria, this won’t
change their risk of poverty if it is ultimately caused by these other factors (e.g.,
high healthcare costs). That is, if not finishing school, failing to find work, and
having children before marriage are just other effects of a factor that also causes
poverty, then intervening on these would be like treating an effect instead of its
cause. Poverty may be due to situational factors that are much harder to inter-
vene on, like discrimination, lack of job opportunities in a region, or a low-quality
educational system.

This has enormous implications for how we create public policies. If we
focus on improving access to education and employment, without knowing what
is preventing people from obtaining both and whether these are in and of them-
selves causes of poverty, it is much harder to enact effective interventions. There
may still be barriers to financial security that are not addressed, and we would
not know whether we are targeting something with the capability of producing
the desired outcome. Further, all of these features may be effects of poverty, and
perhaps interventions should focus on addressing that directly by giving people
cash.2 In Chapters 7 and 9 we’ll talk more about how to intervene successfully
and what information we need to be able to predict the effects of a given interven-
tion.

In contrast, if we were able to force individuals to graduate (or not graduate)
from high school, assigning them randomly to these conditions (making them
unrelated to their other circumstances), we could isolate the effect of this action
on their future economic situation. The reality is that observation is often all we
have. It would be unethical to do the experiments that would be needed to test
whether teen pregnancy is an effect or cause of poverty (or if there is even a feed-
back loop). Similarly, researchers often try to determine the effect of exposure to
some media (did a campaign ad sway public opinion? did MTV’s 16 and Pregnant
have an effect on teen pregnancy rates?). In those cases not only can’t we control
individual people’s exposure, but we can rarely even determine if a particular
individual was exposed to the media. Often researchers must rely on aggregate
characteristics of the media market an ad ran in and how opinion polls in that
region changed over time relative to others. In other cases, it may be impossible
to follow up with participants over a long enough timescale, or experiments may
be prohibitively expensive. Prospectively following a substantially sized cohort
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over decades, as in the Framingham Heart Study,3 requires a major research
effort and is the exception rather than the rule.

This chapter is about how we can find out how things work when we can
only observe what’s happening. We’ll discuss the limits of these methods and the
limits of observational data in general.

Regularities

MILL’S METHODS

Say a bunch of computer scientists hold a hackathon. Computer scientists coding
into the wee hours are not known for their balanced and healthy diets, so many
of these coders subsist on a combination of strong coffee, pizza, and energy
drinks while they stay up all night. Unfortunately, at the award ceremony the
next day many of the teams are ill or absent. How can we determine what factors
led to their illness?

Trying to figure out what’s the same and different among groups that did
and did not experience some outcome is one of the classic uses of the methods
John Stuart Mill developed in the 19th century (these examples also dispropor-
tionately seem to involve food poisoning).4

The first thing we can do is ask: what’s the same in all cases where the effect
happens? If drinking energy drinks is the only thing common to all cases where
people developed a headache, that provides some evidence that energy drinks
might cause headaches. This is what Mill called the method of agreement. In the
example shown in Table 5-1, we are interested in cases where headaches occur, so
we take just the rows of the table where people had a headache. Here we start
with only the cases where the effect happens and then go back and see what
these have in common. Notice that the only thing these cases agree on is drink-
ing energy drinks, and so, according to the method of agreement, this is the
cause of headaches.

Agreement implies that the cause is necessary for the effect, as the effect
doesn’t happen unless the cause does. However, this doesn’t mean that the effect
happens every time the cause does. That would be sufficiency.5 For example, in
Table 5-1 Betty also has an energy drink but doesn’t develop a headache. Thus, we
can’t say that energy drinks are sufficient for headache. As with Hume’s work,
we can say only that these conditions are true relative to what we have observed.
From a limited sample we can never confirm necessity or sufficiency.
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Table 5-1. Using Mill’s method of agreement, we find that energy drinks cause headaches.

 Coffee Pizza Up late Energy drink Headache

Alan X X X X Yes

Betty X  X X No

Carl  X  X Yes

Diane   X X Yes

One of the limitations of this approach is that it requires every single case to
be in agreement. If hundreds of people became ill and only one person did not,
we couldn’t find a causal relationship. Note that this method does not take into
account that Betty also drank energy drinks but did not develop a headache.
That’s why it can only tell us necessity and not sufficiency—there’s no considera-
tion of whether the effect doesn’t happen when the cause does.

To determine sufficiency, we look at what differs between when the effect
occurs and doesn’t. For instance, if everyone who was tired the next day stayed
up all night, and the few people who weren’t tired didn’t stay up all night, then
we would find that staying up all night is a sufficient condition (in this example)
for being tired the next day. This is Mill’s method of difference.

With Table 5-2, we compare what’s different in cases with and without fati-
gue. Note that all the fatigue cases agree on all four factors, so we couldn’t pin-
point just one as a cause using the method of agreement. By looking at
differences, we see that staying up late seems to be the only thing that differs
when the effect occurs. As with agreement, this is a fairly strict condition, since
there could, by chance, be cases that differ even with fatigue still being a cause.
In the next section we’ll look at probabilistic methods, which do not require this
strict relationship, but rather use relative frequencies of occurrence.

Table 5-2. Using Mill’s method of difference, we find that staying up late causes fatigue.

 Coffee Pizza Up late Energy drink Fatigue

Ethan X X X X Yes

Fran X X X X Yes

Greg X X  X No

Hank X X X X Yes

To recap: a cause is necessary for an effect if the effect cannot occur without
the cause (every instance of the effect is preceded by an instance of the cause),
while a cause is sufficient for an effect if the cause doesn’t occur without the
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effect following (every instance of the cause is followed by an instance of the
effect). A cause can be necessary without being sufficient, and vice versa. In the
hackathon case, every instance of fatigue being preceded by staying up late
makes staying up late necessary for fatigue, but does not tell us that staying up
late is sufficient (it may be that some people stay up late without getting tired).
Similarly, every instance of drinking an energy drink being followed by a head-
ache tells us that energy drinks are sufficient to bring about headaches, but
doesn’t tell us if they’re necessary (since there may be other instances of head-
aches triggered by other factors).

Now, some causes may be both necessary and sufficient for their effects.
Take Table 5-3. To find out which causes are both necessary and sufficient, we
combine agreement and difference, for what Mill calls the joint method of agree-
ment and difference. Here we look for factors that are common to all cases where
the effect happens—and only to those cases. In this example, both people who
had an upset stomach stayed up late and drank coffee. So, according to the
method of agreement, these factors may be causal. Now we look at whether these
also differ between cases where the effect occurs and where it does not. Here,
Diane stayed up late and did not develop an upset stomach, so staying up late
does not meet the criteria for the method of difference. On the other hand, coffee
drinking does, since all people who drank lots of coffee developed upset stom-
achs and no one who abstained from coffee had this ailment. Thus, coffee is both
necessary and sufficient for an upset stomach according to this table.

Table 5-3. Using Mill’s joint method of agreement and difference, we find that coffee causes an
upset stomach.

 Coffee Pizza Up late Energy drink Upset stomach

Alan X X X X Yes

Betty X  X  Yes

Carl  X  X No

Diane   X X No

So what’s the problem with this approach? Imagine we see 2,000 people
who become sick after eating some unwashed fruit, but 2 people manage to avoid
food poisoning, and a few others get food poisoning from consuming under-
cooked chicken. Mill’s methods would find no causal relationship between the
fruit and poisoning, as it’s neither necessary nor sufficient. Many real-world
instances of causality fail to hold in every case, so this is a very strict condition. In
general, finding only a few counterexamples shouldn’t lead us to completely
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discount a cause, but this type of method can still provide an intuitive guideline
for exploring causal hypotheses, and fits with some of the ways we qualitatively
think about causes.6

In practice it’s also unusual to have a single cause and only a single effect.
Maybe people eat pizza, stay up late, and drink enormous quantities of coffee,
resulting in multiple simultaneous maladies. If we see that people have both fati-
gue and an upset stomach, and there are no factors that are common to all people
who have both or that differ between them and the others, what can we do? In
some cases, we may be able to separate the causes that led to each.

For instance, in the example of Table 5-4, say we already know that staying
up late is a cause of fatigue. Thus, the fact that Alan, Betty, and Diane are tired
can be explained by their staying up late. Then we can just look at what’s com-
mon and different in the upset stomach cases (consuming excess coffee), with
the assumption being that there must be something else that led to upset stom-
ach, since staying up late is not known to do so. Once we ignore fatigue and stay-
ing up late, the only other common factor is coffee drinking. While staying up
late is also common to people with upset stomachs, Mill makes the assumption
that we can essentially subtract the known causes and effects. If we know staying
up late leads to fatigue, then we look at what’s left over after this cause and effect
are accounted for. If there’s one cause left, then it is the cause of the remaining
effect. This is called the method of residues. Of course this assumes that we
know all the effects of other possible causes and that each cause has only one
effect. If, in fact, staying up late and drinking coffee interacted to produce an
upset stomach, that couldn’t be found this way.

Table 5-4. Using Mill’s method of residues, we find that coffee causes an upset stomach.

 Coffee Pizza Up late Energy drink Fatigue Upset stomach

Alan X X X X Yes Yes

Betty X  X  Yes Yes

Carl  X  X No No

Diane   X X Yes No

This method can give us hypotheses for what could have caused the observa-
tions, but it cannot prove a relationship is causal. We haven’t talked at all about
the set of variables or where they come from. The variables are always a subset of
what could possibly be measured, and are perhaps selected based on perceived
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relevance or are simply what was actually measured when we’re analyzing data
after the fact.

As a result, the true cause might be missing from the set of hypotheses and
we may either fail to find a cause for the effect or may find just an indicator for a
cause. That is, if everyone who ate pizza also drank some iffy tap water with it,
and we don’t include the water drinking in the set of variables, then we’ll find
pizza as a cause because it’s providing information about water consumption—
even though it’s not actually a cause itself. Even if we did include the water drink-
ing here, if the relationship between water and pizza held without fail (everyone
who ate the pizza drank the water, and everyone who drank the water ate the
pizza) we couldn’t pinpoint pizza as the cause and, in fact, both would seem to be
causes. This is because by never observing the two separately, we can see only
that there’s a perfect regularity between both potential causes and the effect. This
problem isn’t specific to Mill’s methods, but is a broader challenge for finding
causal relationships from observational data. If, on the other hand, we could
experiment, then forcing people to have pizza without water and vice versa could
fix this problem. We’d see that only the people who drank water (whether or not
they had the pizza) became ill.

Now, perhaps the coders tended to overdo it on the pizza while they were
working. If excess consumption of pizza leads to weight gain, then we should
expect to see people gain more weight as their pizza consumption goes up. This
is Mill’s method of concomitant variation, where there’s a dose-response relation-
ship between cause and effect. As the amount of the cause increases, the amount
of the effect increases. For example, if a study claims that coffee lowers risk of
mortality before a particular age, we would think that there should be a difference
in risk depending on how much coffee someone drinks. On the other hand, if 1
cup a day has the exact same effect as 10 cups, it seems more plausible that
there’s something else that goes along with coffee drinking that is actually lower-
ing risk.

Of course reality is always a bit more complex, and there may not be a linear
relationship between cause and effect. Think about something like alcohol, which
can have health benefits that increase with consumption (to a point) but can be
very unhealthy if consumed in excess. There’s a so-called J-shaped curve repre-
senting the relationship between alcohol consumption and effects such as coro-
nary heart disease (an example is shown in Figure 5-1). Illness decreases when
consumption goes from 0 to 20 grams per day (about 2 drinks), but increases
after that.7 Other similar relationships include the hypothesized link between
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exercise intensity and infection rates,8 and between coffee and a number of out-
comes such as heart failure.9 Like many medications, these factors have a point
after which they may become harmful. Thus, we would not find the expected
dose-response relationship, and would instead see decreases in the effect after
some point rather than constant increases.

Figure 5-1. J-shaped curve.

One of the most famous historical uses of Mill’s methods is John Snow’s dis-
covery of what led to a cholera outbreak in London in 1854.10 Snow didn’t explic-
itly cite Mill’s methods, but the approach he used was based on the same
principle. At the time it was unclear exactly how the disease spread, yet a map
showed striking geographic differences in prevalence. Was it contagious between
humans? Something about the neighborhoods? Due to a common feature of peo-
ple living in affected areas?

Snow found that many deaths were in not only a particular geographic
region, but specifically near the Broad Street water pump:

There were only ten deaths in houses situated decidedly nearer to another

street pump. In five of these cases the families of the deceased persons

informed me that they always sent to the pump in Broad-Street, as they

preferred the water to that of the pumps which were nearer. In three other

cases, the deceased were children who went to school near the pump in

Broad-Street.11

After seeing that the majority of deaths were in people who may have used
the Broad Street pump, he looked into those seemingly inconsistent cases where
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people did not live nearby and found that they too used the pump. This is exactly
Mill’s method of agreement, finding what’s common to all instances where an
effect occurs (e.g., contracting cholera). Snow also used the method of difference,
writing that “there has been no particular outbreak or prevalence of cholera in
this part of London except among the persons who were in the habit of drinking
the water of the above-mentioned pump-well.”12 That is, he demonstrated that the
prevalence was increased among the population who used the pump and only
that population.

COMPLEX CAUSES

One challenge for Mill’s methods is when a cause can make an effect more or
less likely depending on what other factors are present. For example, two medica-
tions could have no impact on blood glucose alone, but may interact to raise it
significantly when taken together. One way to get around this is not to focus on
pairwise relationships between single causes and single effects, but rather to con-
sider the complex of factors that bring about an effect. For example, one cause of
a car accident might be drunk driving combined with cars in close proximity,
another might be poor visibility along with icy roads and reckless driving, and yet
another might be texting and speeding.

This type of case often arises in epidemiology, where it is understood that
causes are all interrelated and people’s long-term environmental exposures, life-
style, acute exposure (such as to an infectious disease), and so on all combine to
affect health. As a result, Kenneth Rothman, an epidemiologist, introduced the
idea of representing these causal complexes as pie diagrams.13 A causal pie is a
group of factors that are sufficient for the effect, and it contains all components
necessary to the effect’s production. Figure 5-2 shows these diagrams for the
three driving examples.

Figure 5-2. Three causal complexes for traffic accidents.
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In this example, each pie is sufficient for the effect to occur, so a car accident
will take place in every instance when these factors occur. Yet they’re each unnec-
essary, since there are multiple sets that can yield the effect. Requiring that a
cause produce its effect every time it occurs, as Hume and Mill do, when there
may be necessary conditions for its efficacy that aren’t even present, or requiring
that a cause be necessary for every occurrence of an effect when there may be
many possible causes of an effect, is an incredibly strict condition. In reality,
many effects can be brought about in multiple ways and often require a set of fac-
tors to be present.

One concept of a cause, then, is as a component of a group of factors that are
together sufficient to bring about an effect, though this group may be unneces-
sary as there may be many such groups. This is John Leslie Mackie’s approach,
where he defines causes as just these INUS (insufficient but necessary parts of
unnecessary but sufficient) conditions.14 In the example pie diagrams, each
wedge of the pie alone is insufficient, because the other pie pieces are needed to
produce the effect, but it’s necessary because if any of the pie pieces were miss-
ing, the effect wouldn’t occur. On the other hand, each pie is itself unnecessary
because there can be multiple pies that are each sufficient for the effect. Thus,
instead of trying to pinpoint the economy, advertisements by the other parties, or
approval ratings as the sole cause of an election result, we instead represent all
contributing factors and perhaps attempt to understand their relative signifi-
cance.

Yet not all causes are necessarily INUS conditions. For example, a causal
relationship may not be deterministic, so even if we had all possible information
and all necessary conditions were present, the effect would not always occur
without fail. One example of indeterminism is radioactive decay, where we can
never know for sure whether a particle will decay at a particular time—we can
only know the probability of this occurring. There can never be an INUS condi-
tion of decay, since there are no sufficient conditions. Similarly, there can be
seeming INUS conditions that aren’t causes if, as in the pizza and water exam-
ple, we don’t have the right set of variables. How accurate and complete these
inferences are is always dependent on how complete the data are.
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Probabilities

WHY PROBABILITY?

This chapter began with a line from an advertisement that stated, “If you finish
high school, get a job, and get married before having children, you have a 98%
chance of not being in poverty.” This statement tries to imply a causal relation-
ship: when high school, job, and marriage before children are all true, that leads
to a probability of 0.98 of non-poverty. The statistic here is compelling specifi-
cally because the chances are so close to 100%, yet this high probability still
doesn’t mean that the relationship is causal. Just as there can be strong probabil-
istic relationships that aren’t causal, there can be genuine causal relationships
where the cause lowers or doesn’t change the probability of the effect at all. What
good then are probabilistic conceptions of causality?

As in the example of radioactive decay, one reason we need approaches that
are probabilistic (that don’t require that a cause always produce its effect without
fail or that a cause is present before every instance of an effect) is that some rela-
tionships themselves are nondeterministic. In these cases, even with all possible
knowledge, we still could not know for sure whether an effect will happen. Not
only will there not be a regularity of occurrence as required by the approaches
described so far, but no combination of variables will allow one to be found.
Examples of indeterminism are found often in physics (think of quantum
mechanics), but are also found in more mundane settings, like when equipment
is faulty.

In many more cases, though, things seem indeterminate only because of our
lack of knowledge—even if they could be fully predicted with complete informa-
tion. Not everyone who is exposed to asbestos gets cancer, medications yield side
effects in only a subset of patients, and seemingly similar conditions may not
lead to a stock market bubble every time they occur. It may be, though, that if we
knew everything about how a medication worked, or could observe enough
instances of the side effect and who gets it, we could figure out the set of neces-
sary factors.

For the most part we have to deal with not only observational data (we can’t
force people to smoke to see who develops cancer), but incomplete data. This
may mean we’re missing variables (aerobic capacity may be estimated rather
than measured with a VO2max test on a treadmill), can only observe a limited
time range (outcomes 1 year after surgery rather than a 30-year follow-up), or
have samples that are farther apart than we’d like (brain metabolism every hour
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rather than at the same scale as EEGs). This may be due to cost (VO2max testing
may be financially impractical for large studies, as well as time consuming and
potentially unsafe for unhealthy individuals), feasibility of collection (it’s rare to
be able to follow an individual over decades), or technological limitations (micro-
dialysis for measuring metabolism is a slow process). Probabilistic approaches
often mix these two probabilities—one due to lack of knowledge, one due to the
relationship itself—but it’s worth remembering that these are separate things.

One final motivation for probabilistic definitions of causality is that we often
want to know both whether something is a cause, and how important it is. That
is, we want to distinguish between common and rare side effects of a medication,
or find the policy that is most likely to lead to job growth. One way of quantifying
how much of a difference a cause makes to an effect is with the effect size when
variables are continuous (e.g., how much does a stock’s price go up after some
piece of news?), or the probability of an event occurring when they are discrete
(e.g., how likely is a stock’s price to go up?).

Often when we read about causal relationships, though, what’s reported is
only that the risk of some outcome is raised by the cause. Here are some opening
lines of articles reporting on scientific papers:

“Curing insomnia in people with depression could double their chance of a

full recovery, scientists are reporting.”15

“Drinking several cups of coffee daily appears to reduce the risk of suicide

in men and women by about 50 percent, according to a new study by

researchers at the Harvard School of Public Health (HSPH).”16

“Older men are more likely than young ones to father a child who develops

autism or schizophrenia, because of random mutations that become

more numerous with advancing paternal age, scientists reported on Wed-

nesday, in the first study to quantify the effect as it builds each year.”17

Many other articles start off with only a mention of lowering or raising risk,
withholding the exact amount of the increase or decrease until a few paragraphs
down. Even then, the information given in all of these examples is relative: dou-
bling chances or reducing risk by 50%. Doubling the chances of some event may
sound like a big difference, but it’s considerably less persuasive when going from
one event to two. Say the increase in risk of stroke from infrequent drinking is
either from .0000001 to .0000002 or from .1 to .2. In both cases the odds are
doubled, but in the first case it’s a small number that’s being doubled and the
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result is still a pretty small number. Figure 5-3 shows this difference visually. For
a set of 10 million events, there will be only 1 and then 2 at the lowest probability
level, so there are points for each individual event there in the figure, while other
points in the figure each represent 10,000 events. Thus, even with the same dou-
bling of relative risk, you might make different decisions about whether to smoke
after finding out the absolute values. This idea of effect size or amount of proba-
bility increase is important to keep in mind later on when we talk about conduct-
ing and evaluating experiments and making policies, and it’s also something to
think about the next time you read about a new scientific finding.

Figure 5-3. Each dot represents 10,000 events, except in the lower two figures, where black dots
are single events. The probability of the events represented by black dots doubles when moving
from the left to the right figures but the number of events must also be considered.

It’s especially important to examine the sample size—how large is the popu-
lation being studied?—as without a significant number of observations, we can’t
even really distinguish between these outcomes.18 A difference may be due only
to natural variations, noise, or measurement errors. For example, depending on
one’s risk factors, the risk of subarachnoid hemorrhage (SAH), a rare but often
fatal type of stroke, is as low as 8 in 100,000 person years.19 This means that if
100,000 people are followed for a year or 10,000 people are followed for 10
years, we can expect to observe 8 stroke events. This makes it much less likely
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we’ll observe the true probabilities in a smaller sample—we might end up seeing
8 or 0 events in a smaller set, leading to incorrect conclusions about risk.

FROM PROBABILITIES TO CAUSES

Much as the essence of Hume’s approach to causality is a regular pattern of
occurrence between cause and effect, the basic idea of probabilistic causality is
that a cause makes its effect more likely.

If one event has no causal link to another, the probability of the second event
should be unchanged after the first is known. For example, the probability of a
coin flip coming up heads or tails is one-half, and the probability of either out-
come is unchanged by the prior flip, since each event is independent. That is, the
probability of heads is exactly equal to the probability of heads given that the
prior flip is tails. Figure 5-4a shows this with what’s called an eikosogram (also
called a mosaic, or marimekko, diagram). Along the x-axis are the possible out-
comes for the first event (heads, tails), and on the y-axis are outcomes for the sec-
ond (also heads, tails). The width of the bars represents the probability of the first
flip being heads or tails (if the coin was very unfair, then the first bar might be
quite narrow), and the height of the gray bars shows the probability of the second
event being heads (the remaining area corresponds to the probability of tails).
Since every outcome has exactly the same probability, all segments are the same
size.20 On the other hand, the probability of a particular person being a candidate
for vice president will be raised or lowered depending on who the presidential
nominee is, due to their political beliefs and alliances, so these events are
dependent.

Intuitively, if something brings about an effect, then after the cause occurs
the effect should be more likely to happen than it ordinarily would be. Thus,
there should be more occurrences of malaria in places where there are infected
mosquitos, as these transmit the disease. A cause may also make an event less
likely, though that can be viewed as making its absence more likely. So, if potas-
sium reduces muscle cramps, we should see fewer instances of muscle cramps
after people consume potassium. This is shown in Figure 5-4b, where the chan-
ces of consuming potassium (K) are lower than not consuming potassium, so it
has a narrower bar. However, most of the bar is shaded, as the probability of no
muscle cramp (no C) is much higher than the probability of a cramp when potas-
sium is consumed. Conversely, the probability of a cramp after no potassium is
much higher than that of no cramp.
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Figure 5-4. Diagrams represent conditional probabilities. Once you choose an event along the bot-
tom (such as K), the probability of the other event (such as No C) is shown by the shaded bar. C
is unlikely after K (small bar), while heads and tails are equally likely after any flip (same size
bars).

This simple idea of probabilities being raised or lowered can lead to both
false claims of causality (as non-causes can seem to raise the probability of
effects) and failures to find causality (as not every cause raises the probability of
an effect).

In Chapter 3 we looked a bit at correlations and how these can arise. In some
cases they may be due to a mere coincidence, while in others we may test so
many hypotheses that we are bound to find something seemingly significant just
by chance alone. It may also be that the variables used do not accurately repre-
sent the real causes. For example, a diet plan may claim to lead to a certain level
of weight loss, but the relevant variable that’s causing weight loss may be just
being on a diet at all, not the specific one being tested. It’s also possible that if we
look only at a relationship between two factors, many similar relationships could
have been found due to some structural factors. In the same chapter we saw how
a correlation was found between a country’s chocolate consumption and the
number of Nobel Prizes awarded to its citizens. Perhaps wine, cheese, or coffee
consumption would be equally strongly associated with Nobel Prize wins. In fact,
one study found that, among other things, there was a correlation between num-
ber of Nobel Prizes and number of IKEA stores.21 Consumption of chocolate thus
may be a mere proxy for a feature of the population that makes both eating it and
winning a Nobel Prize more likely, such as a country’s wealth and resources.

This type of common cause is often to blame when one variable seems to
make another more likely but doesn’t actually cause it. For example, if a reces-
sion leads to both decreased inflation and unemployment, decreased inflation
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and unemployment may each seem to raise the odds of the other occurring.
Here, we’re just taking pairs of variables and asking whether one makes another
more likely. One way of dealing with confounding due to common causes—
when all the variables are measured—is to see if one variable can be used to
explain away the correlations between the others. This is the core feature of many
of the probabilistic approaches developed by philosophers (including Suppes
(1970), Good (1961), and Reichenbach (1956)), which computational methods for
getting causes from data are built on.

Let’s say that a particular disease (D) can lead to fatigue (F) and is often
treated with a particular medication (M). Then the idea is that a change in medi-
cation won’t lead to a change in fatigue if it is caused only by the disease and not
made better or worse by the medication. If we keep disease constant, the other
variables don’t provide any information about each other. The concept of a com-
mon cause separating its effects in this way is called “screening off.”22

Take the diagram in Figure 5-5a. Here we have medication and fatigue, and it
seems the former makes the latter more likely. The gray bar is higher for fatigue
than no fatigue, showing that this is more likely when medication is true than
false. However, once we separate out whether the person has the disease (Figures
5-5b and 5-5c), the probability of fatigue is the same no matter what the value of
medication. Thus, medication does not change the probability of fatigue once we
know about the disease.

Figure 5-5. Without taking into account the disease state (Figure 5-5a), M and F seem correlated.
When this is used, however, there is no correlation (F is equally likely regardless of whether M is
true).

This type of separation can also happen with a chain of events. For instance,
say instead that a disease leads to a medication being prescribed and the medica-
tion here actually does have fatigue as a side effect. If the true relationships are
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D → M and M → F, we’ll also find that the disease raises the probability of fati-
gue. However, we often want to find the most direct causal relationship, as this
enables more direct interventions. To avoid the symptom, one should discon-
tinue or switch medications, yet if we erroneously found that both the disease
and the medication cause fatigue, we couldn’t know that changing the medica-
tion would prevent it. But once again if we condition on M, the probabilistic rela-
tionship between D and F disappears.

As usual, no method is flawless and success depends on actually having the
common cause measured. That is, if recession causes both decreased inflation
and unemployment, and we don’t know if there’s a recession, we can’t use this
screening off condition to figure out that a seeming causal relationship between
inflation and unemployment is spurious. This means that whether we find the
real relationships or erroneous ones depends entirely on whether we have the
right set of variables. This challenge comes up again when we talk about compu-
tational methods in Chapter 6, and while we have some ways of determining in
some scenarios whether there could be a hidden common cause, this is not a
solved problem for computational work in general.

This isn’t the end of the story, though. Sometimes there doesn’t exist a sin-
gle variable that will screen off two effects. Say Alice and Bob both like to take
machine learning classes and prefer courses that meet in the afternoon. Then,
conditioning on either a course’s content or time doesn’t fully screen off Alice
and Bob’s taking the class. That is, if I know only the time of the course, whether
Bob is taking it still provides information on whether Alice is taking it, as it pro-
vides an indirect indicator of its content. There is no single variable that screens
off A and B from one another. Now, if we added a variable that’s true only when a
course both meets in the afternoon and covers machine learning, that would do
the trick. However, to know that we need this more complex variable requires us
to know something about the problem and the potential causal relationships—
but that may not always be possible. So far we haven’t discussed timing at all
(though we have taken for granted that the cause occurs before the effect), but
another case in which a factor that could explain a correlation that we wouldn’t
normally include in our analysis is when relationships change over time.

For another case where screening off fails, recall the examples of indetermin-
ism from the beginning of this section. If a piece of equipment is faulty, it may
fail to perfectly screen off its effects. A commonly used example of this type is a
faulty switch that turns on both a TV and a lamp, but doesn’t always complete the
circuit. If the TV is on, the lamp is on, and vice versa, but both are not always on
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if the switch is on. One can add a fourth variable, representing whether the cir-
cuit is completed, to fix this problem—but to know that this is necessary requires
some prior knowledge of the problem structure that isn’t always available.

One solution is to not look for an exact relationship, but rather to look at how
much of a difference a possible cause makes to an effect when other factors are
kept fixed. That is, instead of saying that the probability of the effect should be
exactly the same whether some spurious factor is included or not as long as the
true cause is held constant, we can instead require that the difference in probabil-
ities is just small. Small is not a very useful term (what values count as causal?),
but we can use statistical methods to assess the significance of these differences.

So far we’ve looked at all the ways something that’s not a cause can still raise
the probability of an effect, but it is also possible for a genuine cause to fail to
raise a probability. One obvious example of this is a cause that prevents an effect,
like vaccines preventing disease. These are easy to handle, as we can either rede-
fine things in terms of lowering probabilities or use the negation of the effect as
the outcome of interest (i.e., “not disease”). So what about the other cases, where
a positive cause appears to lower a probability or have no impact at all? Key rea-
sons for this are the sample from which the data is taken and the level of granu-
larity used for variables.

Simpson’s paradox

Imagine you’re a patient trying to decide between two doctors. Doctor A (Alice)
has a 40% mortality rate among patients treated for a particular disease, while
Doctor B (Betty) has a 10% mortality rate. Based on that information alone, you
might think you have a strong preference for being treated by Betty, but you
actually do not have enough information to support that choice.

In fact, it is possible that for each individual patient, treatment by Alice has a
better outcome even though she seems to have a worse mortality rate overall.
Patients are not randomly assigned to Alice and Betty, but may be referred from
other care providers or may choose on the basis of recommendations from
friends, websites that rate doctors, or advertisements. So, if Alice’s considerable
expertise attracts the most difficult and hard-to-treat cases, her overall mortality
rate will seem quite bad, even if she is the better doctor.

What’s interesting about this is that we don’t just find an erroneous causal
relationship, but can actually find the exact opposite of the true relationship, find-
ing that Alice has worse outcomes when hers are actually better. This exact same
scenario may happen with drugs when we are not examining data from a

94 | WHY



randomized trial (where patients are randomly assigned to treatment groups).
This is discussed in more detail in Chapter 7, but the main problem is that there
can be bias in who receives which drug, and this can only really be eliminated by
randomizing people to treatments. For example, if everyone who has a very
aggressive form of cancer receives treatment A, and people with more easily
treatable cases receive B, then surely outcomes from A will seem worse, since
that population is sicker. Selection bias is one of the reasons inference from
observational data is so difficult. We might find that people who exercise well
into old age live longer than people who are sedentary, but this could be only
because people who are able to exercise throughout their lifetime are simply
healthier than people who don’t or can’t.

The seemingly strange phenomenon where causal relationships can disap-
pear or be apparently reversed is known as Simpson’s paradox.23 Simpson
described the mathematical properties that need to exist among the data for this
situation to occur, and gave an example where a treatment is beneficial when
examining data for male and female participants separately, but seems to have no
effect when the population is taken as a whole. Other researchers showed how a
more extreme situation can occur, where in fact the new treatment appears to
lead to more deaths in the population as a whole, even though it’s better for men
and for women.24 This is shown in Figure 5-6. Other famous examples include
graduate admissions at Berkeley (where women seemed to have a lower rate of
admission, due to applying to more competitive departments)25 and death senten-
ces in Florida (where it seemed race of the defendant was a factor in sentencing,
but in fact it was race of the victim).26

Figure 5-6. Illustration of Simpson’s paradox, where A is better in each subgroup but B seems
better when they are combined.
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In each of these Simpson’s paradox examples, one can explain away the spu-
rious relationship by adding more information—specifically, by looking at sub-
groups. For the doctors, once we look at groups of patients at the same level of
health or risk, we can find that Alice performs better. For the graduate admis-
sions example we can stratify by department, and for death penalty cases by race
of victim. What this means is the level of granularity used when examining the
data matters. To find probabilistic relationships from data we need to know that
the probabilities we are observing are representative of the underlying relation-
ships. When we aim to make policies, we also need to know that the probabilities
from one population are applicable to the one where we aim to take action.

Of course, a key problem is determining when and how to partition the data,
as it’s not true that looking at finer and finer subgroups is always the answer. It’s
possible to have counterintuitive results in a subgroup that don’t appear when
the data are aggregated, and partitioning more finely can lead to flipping the rela-
tionships yet again. In the example of the drug that’s better for men and women
individually but seems worse for the aggregated population, we should probably
believe that the drug is beneficial. While this point has been debated, Simpson
himself says that such a treatment “can hardly be rejected as valueless to the race
when it is beneficial when applied to males and to females.”27 Yet Simpson also
gives an example where this interpretation does not hold. The correct set of vari-
ables to condition on can be found, but it requires us to already know something
about the causal structure, which is problematic if we are trying to learn that in
the first place.28

This is the crux of many issues in causality. We simply cannot remove all
need for background knowledge about a problem, and must use this insight into
a domain to make choices for data analysis and to interpret results.

Counterfactuals

If you hadn’t made a noise while I was bowling, I would have made the shot. If it
were hotter outside, I would have run slower. In these cases we’re trying to point
out one salient factor that led things to happen in one way rather than another.
One of the ways we often talk about causality is in terms of alternatives to what
actually occurred. Now, we can’t say for sure—perhaps even with perfect weather
I would have gotten a side stitch while running, or had to stop and tie my shoe.
The idea though is that, assuming nothing else about this scenario had changed,
had the weather been more favorable, I would have run faster.
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These statements point to a kind of necessity or difference-making that regu-
larities cannot capture. Whereas with Hume’s idea of regular sequences of occur-
rence we know only that things occur often together, here we are trying to show
that the cause was in some way needed for things to happen the way they did,
and they would have occurred differently if the cause hadn’t occurred. This is
called counterfactual reasoning. Roughly, a counterfactual is a statement of the
form “If A were true, C would be true.” One example is “If I had worn sunblock,
I would have avoided a sunburn.”

Interestingly, Hume gave rise to both regularity and counterfactual
approaches to causality. He wrote that a cause is “an object, followed by another,
and where all the objects similar to the first are followed by objects similar to the
second” (the regularity definition) and followed this with “Or in other words
where, if the first object had not been, the second never had existed” (counterfac-
tual definition).29 From Hume’s text it seems he believes that these are two ways
of saying the same thing, but in fact they led to two separate bodies of work on
causality.

The basis of the counterfactual approach (inspired by Hume, formalized by
David Lewis (1973)) is that for C to cause E, two things should be true: if C had
not occurred, E would not have occurred; and if C had occurred, E would have
occurred. That is, if I had worn sunblock, I would have avoided a sunburn and if
I had not worn sunblock, I would not have avoided sunburn. This formulation
captures both necessity and sufficiency. There are probabilistic counterfactual
approaches too, but we won’t get into those here.30

Take our hackathon example. It may be that every time these coders have a
lot of coffee they are very tired the next day. Perhaps they only drink vast quanti-
ties of coffee when they’re staying up very late. Nevertheless, using solely this
regular occurrence, we would find coffee drinking to be a cause of fatigue. Yet, if
the coders don’t drink coffee, they will still be tired the next day (due to staying
up late, assuming they still can in the absence of caffeine). Thus, drinking coffee
would not be a cause of fatigue when analyzing this case using counterfactuals.
In theory, this approach lets us distinguish between factors that may coinciden-
tally co-occur and those that are actually causal.

Now, you may wonder, how can we really know what would have happened?
This is one of the core difficulties faced in legal reasoning (a topic we’ll explore
further later): can we know that if a car hadn’t swerved in front of you, you would
not have stopped short and been hit? Perhaps the driver behind you was distrac-
ted or impaired and would have managed to hit your car in any case.
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Counterfactuals usually refer to these kinds of singular events rather than
generalizable properties (these are discussed in detail in Chapter 8). One way of
making these something we can evaluate formally is by relating them to a model.
That is, if we can represent a system as a set of equations, then we can simply
test whether the effect would still be true if the cause of interest were false. For
example, if a poison is always deadly, then death will be true if poison is true. Of
course death may have many possible causes, so we can set the value of these
other causes too. Then, we can see what happens if we change the value of poi-
son. If we make poison false, will the other variables be enough to keep the value
of death as true? This is the basic idea behind structural equation models, where
each variable is a function of some subset of other variables in the system.31

However, the counterfactual approach is not without its problems. Think of
the case of Rasputin. As legend has it, he was fed cake and highly poisonous
wine (laced with enough cyanide to kill five men), yet he survived this assassina-
tion attempt. As a result, he was shot in the back, only to survive, and then be
shot again. Finally, he was bound and tossed into an icy river. Yet he escaped the
bonds! At last, Rasputin did die by drowning. What caused his death? Can we say
for sure that he would have died if he hadn’t been poisoned? It may be that the
poison took some time to be active or that it made him so lethargic that he could
not swim once in the river. Similarly, being shot might have played the same role
(facilitating death in some other manner).

This type of example, where several causes occur and any of them could have
caused the effect are particularly difficult for counterfactual reasoning. These
cases are instances of overdetermination, which is the symmetric form of what’s
called redundant causation. Some examples are a prisoner being shot by multiple
members of a firing squad, or a patient taking two drugs that cause the same side
effects. In both cases, if one of the individual causes hadn’t happened (one squad
member hadn’t shot, or one drug wasn’t taken), the effect still would have hap-
pened. The effect does not depend counterfactually on each cause. Now, we can
relax this condition and say maybe the effect would have happened but would
have been a little different. Perhaps the side effects would have started later, or
not been as severe, for instance.32

In the overdetermined case, it’s problematic that we find no causes, but con-
ceptually we couldn’t really pinpoint a specific cause anyway and it seems reason-
able that each individual cause contributes in some way. Now take the case where
we have two causes, but only one is active at any given time and the other is a
sort of backup that functions only when the first fails—for instance, if each mem-
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ber of a firing squad fires only if the previous shot didn’t kill the prisoner. In biol-
ogy there are often these types of backup mechanisms, such as when two genes
produce the same phenotype, but one also inhibits the functioning of the other.
That is, gene A suppresses gene B, so that B is only active if A isn’t. Once again,
the phenotype P doesn’t depend on A because if A isn’t active, B will be and will
produce P. This is a much more problematic case than the previous one, since we
can intuitively pick out one factor as producing the effect, yet it cannot be found
with the counterfactual method. This type of problem, where there are two or
more possible causes of an effect, but only one actually occurs, is referred to as
preemption.

A distinction is often made between so-called “early” and “late” preemption.
In early preemption, only one causal process runs to completion, while
another—that would have been active if the first had not been—is suppressed.
This is what happens in the gene backup example. Late preemption is when both
causes do occur, but only one is responsible for the effect. An example of this is a
firing squad where one bullet hits a little before the others and kills the prisoner
before the remaining bullets reach him.

There are other issues with specific formulations of causality in terms of
counterfactuals, in particular those that think of causality in terms of chains of
counterfactual dependence. If there is a chain of counterfactual causal depend-
ence, then it’s said that the first element in the chain causes the last.

For example, in an episode of the sitcom How I Met Your Mother, two charac-
ters discuss who’s at fault for them missing their flight. Robin blames Barney,
because jumping a turnstile to meet up with him on the subway led to Ted get-
ting a ticket, and having a court date the morning of the flight. However, Ted
later reasons that it was Robin’s fault, because she was the reason Barney ran a
marathon (and thus needed help on the subway), through a complex series of
events involving Marshall’s broken toe (which Robin caused). Robin, in turn,
blames Lily, because waiting in line for a sale on wedding dresses was the reason
she ended up at Lily’s apartment (to get some sleep), startling Marshall and caus-
ing him to break his toe. Finally, the story culminates in Ted concluding that it
was his fault after all, as he found a semi-rare lucky penny and he and Robin
used proceeds from selling it to buy hot dogs across the street from the dress
shop. In the show, each of these is a counterfactual: if Ted hadn’t been in court,
he wouldn’t have missed his flight; if Marshall had run the marathon, Barney
wouldn’t have needed help; if Robin hadn’t been at the dress store, Marshall
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wouldn’t have broken his toe; and if Ted hadn’t picked up the penny, they
wouldn’t have known about the sale.33

Different theories of causality disagree on what the true cause is in this type
of case. Some look for the earliest factor that set off a chain of events leading to
an effect, while others seek the most immediate cause. One challenge is that we
could keep finding events further and further removed from the actual effect.
More problematic, though, is the type of case where something normally pre-
vents one instance of an effect, but enables it to happen in another way, creating
a seeming chain of dependence. For instance, say a good samaritan saves the life
of someone who falls onto a set of subway tracks in front of an oncoming train.
However, the victim later dies while skydiving. He wouldn’t have been able to go
skydiving if he hadn’t been saved, making it so that his death depends counter-
factually on his skydiving, which depends on his being saved. Thus, the good
samaritan seems to have caused the death after all. In Chapter 8 we’ll look at how
this is dealt with in legal cases. After all, if the person who’s saved later goes on
to drive drunk and kill a pedestrian, we would not want to hold the good samari-
tan responsible, even if her actions were what made the later accident possible.
While there may be a causal connection, this is insufficient to assign legal
responsibility, which has a component of foreseeability of consequences that is
absent here.

The limits of observation

Think back to the example at the beginning of this chapter of the statistic that
claimed that certain factors resulted in a 98% chance of non-poverty. By now,
you’ll hopefully realize why it’s so difficult to try to draw a causal connection
from this. When we have only observational data, we can never be certain that
there aren’t some hidden common causes responsible for the seeming causal
relationships. For example, we might find that there’s a correlation between play-
ing violent video games during adolescence and becoming a violent adult, but
this could be due solely to the environmental and genetic factors that lead people
to play these games. Similarly, when we can only observe and not intervene, we
must be concerned about selection bias. For instance, say people who exercise
have a higher pain tolerance than people who don’t. This doesn’t tell us whether
exercise is in fact increasing pain tolerance, or if people who are more able to tol-
erate pain tend to stick with exercise as they’re better able to cope with the dis-
comfort. Yet, observation can give us a starting point for later exploration with
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experimental studies or by appealing to background knowledge of the mecha-
nisms (how a cause produces its effect).
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Computation
How can the process
of finding causes be automated?

Which drugs will lead to harmful side effects when taken together?
Randomized trials testing the drugs will not tell us much, since these usually

avoid having participants take multiple medications. Simulations can be used to
predict some interactions, but they require a lot of background knowledge. We
could test some pairs experimentally, but given the cost and time involved, that
would be possible for only a small set of possible combinations. Even worse, out
of the millions of possible pairings, only a few may interact severely and may
only do so in certain populations.

However, after a drug is on the market, suspected adverse events are
reported to the FDA by patients, pharmaceutical companies, and healthcare pro-
viders and entered into a database.1 So if you start taking a medication for aller-
gies and have a heart attack a few days later, you could submit a report, as could
your clinician. Now, these self-reports are not verified. It may be that a particular
person’s heart attack was really caused by an unrelated blood clot, but a recent
news story about many heart attacks due to the drug just made this explanation
seem more salient. There are many ways the data can contain spurious causal
relationships. A patient may have had other conditions that led to the outcome
(e.g., undiagnosed diabetes), the data could be wrong (e.g., sample contaminated,
condition misdiagnosed), and the order of events could be incorrect (e.g., lab test
detects elevated blood sugar but the increase actually happened before the drug
was taken). Many actual adverse events may also go unreported if they’re not
thought to be due to the medication or a patient does not seek medical care and
does not report the event himself.
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Even if some reports are incorrect, though, these data can help generate new
hypotheses to test. If we tried to validate the results experimentally, on patients
assigned to combinations of medications or each individually, this may lead to a
long delay in finding the interaction, putting more patients at risk. Instead, using
another set of observational data—from hospitals—we can find out exactly what
happens when people take the pair of medications. This is exactly what a group
of researchers at Stanford did.2 Using data from the FDA adverse event database
they found that a particular cholesterol-lowering drug and antidepressant (Pra-
vastatin and Paroxetine, respectively) could cause an increase in blood sugar
when taken together. Then, using hospital records, they compared laboratory
tests for people who took the drugs individually or together, finding blood sugar
increased much more after the drugs were taken in combination.

Now, we cannot know for sure that patients took the medications they were
prescribed, or if the patients taking the combination were somehow different
from others. While there are many limitations to this type of data, the results
were confirmed using data from three different hospitals and in tests with mice.3

In this study that identified the two interacting medications, the researchers
did not begin with the hypothesis that these two may interact; instead, they
actually found the hypothesis from the data. In contrast, all of the work we’ve
looked at so far has involved evaluating a specific causal claim, like determining
whether excessive sugar consumption leads to diabetes.

But if we have no idea what leads to successful relationships, why hospital
readmissions increase, or what drives visits to websites, what and when can we
learn from datasets like messages exchanged on dating websites, hospital patient
records, and web searches? With the combination of computing power and meth-
ods for efficiently discovering causes from data, we can switch from evaluating a
single cause at a time to mining the data to unearth many causal relationships at
once. With these automated methods we can also find more complex relation-
ships than what a human could observe directly. For example, we might find a
sequence of steps, each with multiple required components, that leads to patients
regaining consciousness after a stroke.

In this chapter we’ll examine methods for going from data to causes. The
first thing we need to discuss is what data are suitable for causal inference. Not
every dataset will let us make correct inferences, so we will cover what assump-
tions have to be made (to be sure the inferences are correct) and what conclu-
sions can be drawn when the assumptions do not hold. While there are many
methods for causal inference, we’ll look at two main categories: those that aim to

104 | WHY



find a model that explains the data (essentially learning all the causal relation-
ships in it simultaneously) and those that focus on assessing the strength of each
relationship individually. The most important thing to realize is that there is no
method that is superior to every other in every situation. While great advances
have been made in computational methods, this is still an ongoing area of
research, and the problem of perfectly accurate causal inference with no back-
ground knowledge in all cases is still unsolved.

Assumptions

Before we can look at methods for inference, though, we need to discuss the
input to these methods. When I say causal inference I generally mean taking a
set of measured variables (such as stock prices over time), and using a computer
program to find which variables cause which (such as a price increase in stock A
leading to one in stock B). This could mean finding the strength of relationships
between each pair of stocks, or finding a model for how they interact. The data
may be sequences of events over time like a stock’s daily price changes, or could
be from a single point in time. In the second case, instead of looking at variation
over time, the variation is within samples. One example of this kind of data is a
survey of a group of people at a single time, rather than a panel that follows indi-
viduals over time.

Different methods have slightly different assumptions about what the data
look like, but some features are common to nearly all methods and affect the con-
clusions that can be drawn.

NO HIDDEN COMMON CAUSES

Possibly the most important and universal assumption is that all shared causes
of the variables we are inferring relationships between are measured. This is also
referred to as causal sufficiency in graphical model approaches (which we’ll get to
shortly). If we have a set of variables and want to find causes between them, we
must make sure we have also measured any shared causes of these variables. If
the truth is that caffeine leads to a lack of sleep and raises one’s heart rate—and
that’s the only relationship between sleep and heart rate—then if we do not
measure caffeine consumption, we might draw incorrect conclusions, finding
relationships between its effects. Causes that are missing from the data are called
latent variables. Unmeasured causes of two or more variables can lead to spuri-
ous inferences and are called hidden common causes, or latent confounders, and
the resulting problems are referred to as confounding (more common in the
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computer science and philosophy literature) and omitted variable bias (more
common in statistics and economics). This is one of the key limitations of obser-
vational studies and thus much of the input to computational methods, as it can
lead to both finding the wrong connections between variables and overestimating
a cause’s strength.

Now let’s change this example a bit, so caffeine inhibits sleep directly, and
now through heart rate too, as in Figure 6-1. Even though heart rate causes
decreased sleep, we might find it to be more or less significant than we should if
caffeine intake is not measured. That is, since caffeine causes increased heart
rate, a high heart rate tells us something about the state of caffeine (present or
absent). In Chapter 7 we’ll look at how experimental methods can control for this
problem through randomization. While nearly every method using observational
data must make the assumption that there are no hidden shared causes, in prac-
tice we will rarely be certain that this is true.

Figure 6-1. Caffeine is a common cause of increased heart rate and inhibited sleep, but heart rate
also impacts sleep directly.

Note, though, that we do not have to assume that every cause is measured—
just the shared ones. Take Figure 6-2a, where caffeine causes changes in both
sleep and heart rate, and alcohol also causes changes in sleep. If we do not have
data on alcohol consumption, we will fail to find this cause of sleep changes, but
we will not draw incorrect conclusions about the relationships between other
variables as a result. Similarly, if the effect of coffee on sleep is through an inter-
mediate variable, so the relationships are something like caffeine causes an
increase in heart rate and increased heart rate causes decreased sleep (Figure
6-2b), and we do not measure heart rate, we’ll just find a more indirect cause, not
an incorrect structure. Thus we do not have to observe every single link in the
causal chain.
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Figure 6-2. If alcohol (on the left) and heart rate (on the right) are not measured, this will not
lead to confounding between caffeine and sleep.

Some computational methods get around the assumption of having all
shared common causes measured by trying to find when a missing cause may
exist, or in some cases trying to discover the cause itself. However, this is usually
only possible under fairly strict conditions and does get more difficult with com-
plex time series data.4

So, what if we do not know that all shared causes are measured and cannot
use these methods to try to recover them? In the graphical model approaches
we’ll look at later in this chapter, one thing we can do is find all the possible
models that are consistent with the data, including those with hidden variables.
For example, if we find a seeming causal relationship between sleep and heart
rate, and know that there could be unmeasured causes of both, then one possible
model has a hidden variable that causes the two observed ones. The advantage of
this is that there may be some connections that are common to all models
explaining the data. Then, even with multiple possible structures, some conclu-
sions can still be drawn about possible connections.

In all cases, though, confidence in causal inferences made should be propor-
tional to the confidence that there does not exist such a potential unmeasured
cause, and inference from observational data can be a starting point for future
experimental work ruling this in or out.

REPRESENTATIVE DISTRIBUTION

Aside from knowing that we have the right set of variables, we also need to know
that what we observe represents the true behavior of the system. Essentially, if
not having an alarm system causes robberies, we need to be sure that, in our
data, robberies will depend on the absence of an alarm system. We’ve already
examined several cases where the data were not representative: looking at data
from a restricted range led to finding no correlations between studying and SAT
scores (Chapter 3), and Simpson’s paradox saw the removal or reversal of causal
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relationships between drugs and outcomes based on whether data were aggrega-
ted or examined separately for men and for women (Chapter 5).

We also saw an example of how relationships can cancel out, leading to cau-
sation with no correlation. In Chapter 3 there were two paths from running to
weight loss, one where running had a positive effect, and another where it had a
negative effect, as it also led to an increase in appetite. In an unlucky distribu-
tion, this means we might find no relationship at all between running and weight
loss. Since causal inference depends on seeing the real dependencies, we nor-
mally have to assume that this type of canceling out does not happen. This
assumption is often referred to as faithfulness, as data that does not reflect the
true underlying structure is in a sense “unfaithful” to it.

Some have argued that this kind of violation is a rare occurrence,5 but
actually some systems, like biological ones, are structured in a way that nearly
guarantees this. When multiple genes produce a phenotype, even if we make one
gene inactive, the phenotype will still be present, leading to seemingly no
dependence between cause and effect. Many systems that have to maintain equi-
librium have these kinds of backup causes.

Yet we don’t even need exact canceling out or no dependence at all to violate
faithfulness assumptions. This is because, in practice, most computational meth-
ods require us to choose statistical thresholds for when a relationship should be
accepted or rejected (using p-values or some other criteria). So, the probability of
the effect would not need to be exactly equal to its probability conditioned on the
cause, just close enough that the result is still under the acceptance threshold.
For example, the probability of weight loss after running might not be equal to
that after not running, but could lead to a violation of the faithfulness assump-
tion if it differs just slightly.6

Another way a distribution may not be representative of the true set of rela-
tionships is through selection bias. Say I have data from a hospital that includes
diagnoses and laboratory tests. However, one test is very expensive, so doctors
order it only when patients have an unusual presentation of an illness, and a
diagnosis cannot be made in other ways. As a result, in most cases the test is pos-
itive. From these observations, though, we do not know the real probability of a
test being positive, because it is ordered only when there is a good chance it will
be. We often observe a restricted range from medical tests, such as measure-
ments that may only be made in the sickest patients (e.g., invasive monitoring in
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an intensive care unit). The range of values observed is that of patients ill enough
to have this monitoring. This is problematic because it means that if we find a
causal relationship in this restricted group, it may not be true for the population
as a whole. Similarly, we could fail to find a true relationship due to the lack of
variation in the sample.

This is related to the challenges of missing data. While missing variables can
lead to confounding, missing measurements can similarly lead to spurious infer-
ences by creating a distribution that is not representative of the true underlying
one. Missing values are not normally the result of random deletions from the
dataset, but rather depend on other measured and unmeasured variables. For
example, a medical procedure on a hospital patient may require disconnecting
some monitors (leading to a gap in recordings), or a device failure may mean
some data is not recorded. Blood sugar may also be measured more frequently
when it is out of the normal range, so large gaps in measurements are not inde-
pendent of the actual values and the present values may be skewed toward the
extreme range. Data that is missing due to a hidden cause may lead to confound-
ing, while a device failure may mean other nearby measurements are also faulty
(and may bias the results).

We can really only assume distributions will reflect the true structure as the
sample size becomes sufficiently large. If I call a friend and my doorbell immedi-
ately rings, I cannot say much about whether this will happen again. But what if I
observe this happening 5 or 15 times? In general, we assume that as the size of a
dataset grows, we get closer to observing the true distribution of events. If you
flip a fair coin only a few times, you may not see an even split of heads and tails,
but as the number of flips tends toward infinity, the distribution will approach
50/50. More data here means less of a chance of seeing an unusual string of
events that does not represent the true underlying probabilities, such as a
sequence of rolls of a die being all sixes.

We make the same assumption with causal inference: that we have enough
data that we are seeing the real probability of the effect happening after the
cause, and not an anomaly. One caveat is that with some systems, such as those
that are nonstationary, even an infinitely large dataset may not meet this assump-
tion, and we normally must assume the relationships are stable over time. Recall
that nonstationarity means that properties, like a stock’s average daily returns,
change over time. In Figure 6-3, discounts (the dashed time series) and hot choc-
olate purchases (the solid one) have almost no correlation across the made-up
time series, but they are highly correlated in the shaded period (which represents
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winter). So, if we used all the data, we would not find that discounts lead to an
increase in hot chocolate purchases. If we used only data from winter instead, we
might find a strong relationship. The thing to note here is that more data will not
solve this problem—it needs to be handled in other ways, as we discussed in
Chapter 4.7

Figure 6-3. The relationship between the two variables changes over time and they are only
related in the gray shaded period.

THE RIGHT VARIABLES

Most inference methods aim to find relationships between variables. If you have
financial market data, your variables might be individual stocks. In political sci-
ence, your variables could be daily campaign donations and phone call volume.
We either begin with a set of things that have been measured, or go out and
make some measurements and usually treat each thing we measure as a variable.

Something that is not always explicit is that we not only need to measure the
right things, but also need to be sure they are described in the right way. Aside
from simply including some information or not, there are many choices to be
made in organizing the information. For some studies, obesity and morbid obe-
sity might be one category (so we just record whether either of these is true for
each individual), but for studies focused on treating obese patients, this distinc-
tion might be critical.8
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By even asking about this grouping, another choice has already been made.
Measuring weight leads to a set of numerical results that are mapped to cate-
gories here. Perhaps the important thing is not weight but whether it changes or
how quickly it does so. Instead of using the initial weight data, then, one could
calculate day-to-day differences or weekly trends. Whatever the decision, since
the results are always relative to the set of variables, it will alter what can be
found. Removing some variables can make other causes seem more significant
(e.g., removing a backup cause may make the remaining one seem more power-
ful), and adding some can reduce the significance of others (e.g., adding a shared
cause should remove the erroneous relationship between its effects).

Think back to the example from the beginning of the chapter, where two
drugs didn’t raise blood sugar individually, but in the small set of cases where
they were taken together they had a significant effect on glucose levels. Causal
inference between the individual variables and various physiological measure-
ments like glucose may fail to find a relationship, but by looking at the pair
together, the adverse effect can be identified. In this case, the right variable to use
is the presence of the two drugs. Determining this can be challenging, but it’s
one reason we may fail to make important inferences from some set of data.

Graphical models

Often when we try to describe a causal relationship to someone else or under-
stand how things fit together, we draw a picture. These graphs can actually be
linked to the probabilistic theories of causality developed by philosophers. Take a
look at the following graph, which shows how the probability of one variable
depends on another:
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This graph tells us first that there is a relationship between advertisements
and buying behavior. Further, we know that this relationship goes in one direc-
tion, with ads influencing purchasing and not the other way around. Now let’s
add another variable:

If we want to predict whether there will be a purchase, what do we need to
know? The way the variables are connected tells us that we still need to know
only whether someone saw an ad. Visually, weather stands disconnected at the
right of the graph, and the lack of a directed edge from weather into buying
means it cannot be used to influence or predict it.

This idea that we need only know about a variable’s direct causes to predict it
is called the causal Markov condition.9 More technically, a variable is independ-
ent of its non-descendants (descendants are effects, effects of those effects, and
so on) given its causes.10 Here edges go from cause to effect, so direct causes are
those connected to an effect by a single edge.

To see why this is useful, let’s add a cause of advertisements:

If marketing strategies only affect buying through ads, then the probability of
a purchase only depends on ads—its direct cause. Once the value of ads is set, it
does not matter how it came about. Even if we found many other causes of adver-
tisements, this would not change what information we need to predict purchases,
since the influences of the other variables all go through ads. Take the following
graph.
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According to this graph, if we want to know something about the status of
purchases, we do not need to know whether the ads came from a concerted strat-
egy, or a huge budget leading to a barrage of ads. To know whether purchases
will be made, all that matters is whether ads were shown. This is the same idea
as screening off, which we saw in Chapter 5. In theory, this tells us that if we can
directly intervene on ads, without any change in marketing or budget, there will
also be a change in buying as it is totally determined by whatever we set the value
of ads to. In reality, though, it may not be possible to intervene on one variable
independently of all of the others in the graph (more on this in Chapter 7). Ads
cannot be magically turned on and off, and interventions can cause unanticipated
side effects.

Now, this type of graph cannot represent every possible relationship. More
purchases could also lead to an increase in ads or a change in strategy, but that
would create a cycle in the graph. The graphs here are a type of graphical model
called a Bayesian network,11 which is a type of directed and acyclic graph. Acyclic
just means there are no loops in the graph, so the following is not allowed:
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If you imagine following a path through an acyclic graph, it’s never possible
to end up back at the node you started at. This property is surprisingly important
when we use these structures to simplify calculating probabilities. Say we want to
know the probability of both buying and ads, and we limit ourselves to the simple
case where each can simply be true or false. Without a cycle, when there is only a
directed edge from ads to buying, the probability of both events happening
together is simply the probability of buying given ads, multiplied by the probabil-
ity of ads being true.12 That is, since buying depends only on ads, we just need to
know the probability of buying if we know ads are true, and then we need to take
into account the probability of that actually happening. For example, if the proba-
bility of buying after people view an ad is 1, but ads have a lower probability—say,
0.01—then the chances of seeing both together will be 0.01.

But when there is a feedback loop between the two, the probability of ads
also depends on the probability of buying. This makes calculations difficult if we
want the influence to happen simultaneously, but can be solved by adding time.
That is, let’s say buying at some time affects ads with a delay, rather than instan-
taneously. To represent this, we essentially need to have multiple graphs:

Here we have one graph showing how variables are connected at time t and
one for the very next time, t+1. Ads and buying are unconnected in each of these
graphs because they have no instantaneous effect on one another. Each of the
graphs for a time slice is a Bayesian network and so cannot have cycles. However,
we could have an instantaneous effect between ads and buying or vice versa as
long as we do not have both in a single graph. Instead, we now connect the
graphs across time to represent feedback.
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This structure then repeats over time, so at each time buying depends on the
value of ads at the previous time, and vice versa:

This type of graph is called a dynamic Bayesian network, though the struc-
ture does not actually change over time.13 More complex structures with multiple
time lags are possible, and connections do not have to be to the immediate next
time. There could be longer lags, such as the delay between exposure to a virus
and development of symptoms. The main caveat is that the complexity of infer-
ring these structures grows considerably as the number of variables and time
lags grows.
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WHAT MAKES A GRAPHICAL MODEL CAUSAL?

Even though we can use a graph to represent causal relationships, this does not
mean that every graph we create or learn is causal. So far, we have only depicted
how the probability of one thing depends on the probability of another. We could
just as easily have had graphs showing how to go from audio features to speech
recognition, filter spam messages based on their content, and identify faces in
images. Further, there could be multiple graphs consistent with a set of probabil-
istic relationships (that is, representing the same set of dependencies).

So how do we know that a graphical model is a causal one? The answer lies
primarily in the assumptions, which link the graphs to the theories we’ve talked
about so far. The primary development of graphical models for causal inference
came from both philosophers (Spirtes et al., 2000) and computer scientists
(Pearl, 2000) who united the philosophy of causality with graphical models.

Say ads cause both buying and brand recognition, as in Figure 6-4a. If we
did not have a variable representing ads and tried to infer the relationships from
a set of data, we might find the graph in Figure 6-4b, which incorrectly shows
that buying causes brand recognition. Recall our discussion of the assumption of
no hidden common causes, or causal sufficiency, from earlier in this chapter.
This is needed here to avoid such errors. In general, there could be a shared
cause of any number of variables, and if it is not measured, we cannot be sure
that the resulting inferences will be correct.

Figure 6-4. The true structure is shown on the left. When ads is not an observed variable, the
incorrect structure on the right may be found.

Now, what if our ads variable indicates whether ad space was purchased on
TV, but the real cause is seeing an ad a certain number of times? As we saw ear-
lier in the chapter, we need to have the right variables. Causal relationships can
include complex sets of conditions: smoking once may be an unlikely cause of
lung cancer, but smoking for many years is a stronger cause; drugs often have
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toxicity levels, so that 5 mg of something may cause no ill effects but 50 mg is
deadly; and while grapefruit is not harmful on its own, it can interact with many
medications to yield serious side effects. If the variables were simply smoking
(rather than duration of smoking), whether a medication was taken (rather than
the dosage), and grapefruit consumption (rather than grapefruit consumption
while taking a certain medication), we might fail to find these causal relation-
ships or find the wrong set of relationships.

These structures represent probabilistic relationships, telling us which vari-
ables are needed to predict the value of others, but to actually calculate the proba-
bility we need one more piece of information.

A Bayesian network has two parts: the structure (how variables are connec-
ted), and a set of conditional probability distributions. Without getting too much
into the details, these are just tables that let us read off the probability of each
value of a variable based on the values of its causes. For the simple ad and buying
graph we would have two rows and two columns:

 

 Buy true Buy false

Ads true 0.8 0.2

Ads false 0.3 0.7

Each row sums to one, because for whatever value ads have, buying has to
have some value, and together the probabilities must add up to one. Columns
here do not sum to one, since they give us the probability of a particular value of
buy conditioned on the two values of ads. Our simple graph is not yet complete,
as it needs one more table with probability of ads. That is, we now know how to
determine the probability of buying given the value of ads, but how do we find
the probability of ads? This table will have only two numbers, since ads has no
parents in the graph and its probability will not depend on anything (the same
way the probability of a coin flip taking a particular value normally does not
depend on the value of any other variable).
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For each node in the network we would have a similar table. Knowing the
structure simplifies our calculations considerably, since each variable’s value is
given by its parents. In contrast, if we knew nothing about the connections
between variables, we would have to include every variable in every row of the
table. With N variables that can be true or false, there would be 2N rows. We can
learn both the structure and probabilities from data, or may create a structure
based on what we already know and just learn the probabilities.

In both cases, though, we need to be sure that the data accurately represent
the true dependencies between variables. This goes back to the assumption of a
representative distribution, or faithfulness. For example, we cannot have a case of
ads promoting purchases one way but decreasing them if they also lead to, say,
decision fatigue. If that happens we might see no dependence between ads and
buying, even though this exists in the true structure. We also might not find
exactly the right probabilities if there are few data points.

Faithfulness can fail in some other cases, such as Simpson’s paradox, which
we examined in Chapter 5. Recall that in one case, based on how we partitioned
the data (e.g., all patients versus just men or just women), we could see inde-
pendence when it was not there if the group assignments were biased (e.g., more
women on drug A than drug B) and outcomes differed (e.g., women fared better
than men regardless of medication).

Another challenging case is when relationships are deterministic. Say every
time I get an email my computer makes a noise, which in turn causes my dog to
bark:

If the probability of bark given noise is one, and the probability of noise
given email is also one (so both always happen when their causes happen), noise
will not make email and bark independent—even though the structure tells us
that that should happen. Imagine that you know only whether an email was
received. You now know the state of the other variables as well, since if there was
an email, a noise will always result, and will lead to barking. Thus, you may
incorrectly find that email directly causes the other variables. This is a problem
for more than just graphical models, though, and is a challenge for most proba-
bilistic methods.
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To recap, what makes a graphical model causal are the assumptions:

• The probability of a variable depends only on its causes (the causal Markov
condition).

• All shared causes are measured (sufficiency).

• The data we learn from accurately represent the real dependencies (faith-
fulness).

There are other implicit assumptions that ensure the correctness of causal
inferences (we need sufficient data, variables have to be represented correctly,
and so on), but these three are the most commonly discussed and are the main
difference between graphs that represent causes and graphs that do not.

FROM DATA TO GRAPHS

Say we have some data on a company’s employees. We have their work hours,
vacations taken, some measures of productivity, and so on. How can we find a
network of the causal connections between these factors?14

One approach is to develop a measure for how well a model describes the
data, search over the possible models, and take the one with the best score. Meth-
ods of this type are called search-and-score.15 If the truth is that the only relation-
ship in the data is that vacations cause productivity, a model with that edge
should score higher than one that includes other relationships or has this edge
directed the other way (from productivity to vacations). That is, the graph in Fig-
ure 6-5a should score higher than the others shown. With just three variables, we
can list all of the possible graphs, test each, and then choose.

Figure 6-5. If the truth is V → P, the first graph should have the highest score.
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To choose between them, though, we need a way to calculate which is a bet-
ter fit with the data. There are many scoring functions,16 but essentially there’s a
balance between how well we describe the data, while avoiding fitting the graph
to the noise and idiosyncrasies of a specific dataset. We could perfectly account
for every point in a dataset with a very complicated structure, but instead of mod-
eling every bit of noise, we want to find a model that captures the more general
relationships between the variables within it.

Thus, we usually have some factor that penalizes the graph as it becomes
more complex. However, we cannot actually choose between every possible
graph. For a mere 10 variables, there are more than 1018 possible graphs.17 That is
more than a million times the amount of US currency in circulation.18 Forget
about finding relationships between all stocks in the S&P 500. With only 25 vari-
ables, the number of possible graphs (over 10110) dwarfs the number of atoms in
the universe (estimated as a comparatively tiny 1080).19

There is no way we can test every one of these graphs, but in practice we do
not need to. We could randomly generate as many as possible and pick the best
one, though given how many possible graphs there are, it’s unlikely that we’ll
stumble upon just the right one. Instead we need to give the algorithms some
clues about which graphs are more important to explore.

Say we test the first three graphs in Figure 6-6 and Figure 6-6c has by far the
best score. The best strategy then is not to randomly generate a fourth graph, but
to explore graphs near to that one. We could add an edge, change the direction of
an edge, or remove an edge and see how the score changes. Nevertheless, it may
be that the best graph is the one in Figure 6-6d and we never get to test it using
this strategy, because we optimize around the third one and stop before we get to
the true structure. If we cannot test every graph, we cannot know for sure that
the best one has been tested. Figure 6-7 illustrates this problem of local optimiza-
tion. If the y-axis is the score of a graph, and we only test graphs near the marked
point, we may think that’s the best possible score, since it’s the highest in that
region. This is referred to as getting stuck in a local optimum, as we have opti-
mized the score in a particular region, but it is not the best possible result.

120 | WHY



Figure 6-6. With variables A, B, C, and D, subfigures (a)–(c) show possible graphs that may be
tested. Subfigure (d) shows the true structure.

To get around this, algorithms for learning causal structures use clever tech-
niques to restrict the set of graphs that need to be tested and to explore as much
of the search space as possible. For instance, if we know that gender can only be
a cause and never an effect, we can avoid testing any graphs where it’s an effect.
If we have some knowledge of what structures are likely, we can generate a prob-
ability distribution over the set of graphs and can use this to guide which possible
structures are more likely to be explored.20

Figure 6-7. Illustration of local optimum.

Alternatively, instead of searching over a dauntingly large set of potential
graphs, we can use the dependencies between variables to build the graph in the
first place. Constraint-based methods do exactly this, repeatedly testing for inde-
pendence and using the results to add, remove, or orient edges in the graph.
Some methods add each variable one by one, while others begin with every vari-
able connected to every other and remove edges one at a time.21
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Take the following graph, which has three variables connected in all possible
ways:

If we find that A and B are independent given C, we can then remove the
edge between them, and can continue looking for other relationships that allow
us to eliminate edges. However, the order of tests matters, so an early error can
lead to further errors later on. With real data we are unlikely to see exact inde-
pendence, but rather will need to decide at what point to accept or reject that
hypothesis. That is, if the probability of A given B is exactly the same as the prob-
ability of A, these are independent. However, we may find that the probability of
A given B and C is very close to that given just C, but not exactly the same. In
practice we need to choose a statistical threshold for whether to accept a conclu-
sion of conditional independence based on these tests. Further, given the large
number of tests that need to be done, we are susceptible to many of the problems
with multiple hypothesis testing we covered earlier (recall the dead salmon
study).22

Measuring causality

One approach to inference is to try to discover a model that fits with or explains
the data. But this can be computationally very complex, and in some cases we
just want to know about the relationships between some subset of the variables
we’ve measured. That is, maybe we’re only interested in learning about causes of
productivity and do not need a full model that incorporates all the measured vari-
ables. Experiments like randomized trials address exactly this type of question
(what is the effect of a particular medication on mortality?), but experiments can-
not be done in all cases and have limitations of their own (more on that in Chap-
ter 7).

Another type of inference focuses on quantifying the strength of individual
causal relationships. If vacations cause productivity, and not the other way
around, then the strength of vacations as a cause of productivity should be high
and the reverse low. While correlations are symmetric, a measure of causal sig-
nificance needs to capture the asymmetry of these relationships. It should also be
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in some sense proportional to how informative a cause is about an effect or how
useful it is as an intervention target to bring about the effect. If vacations lead to
productivity only occasionally, while working more hours always leads to more
productivity, then hours worked should have a higher causal strength than vaca-
tions taken does. Similarly, if forcing people to take vacation time is an effective
strategy for attaining high productivity, while mandating long work hours is not,
vacations should once again be a more significant cause of productivity.

However, if vacations cause productivity only because they make people stick
around longer and more experienced employees are more productive, then we
want to find that the significance of experience for productivity is higher than
that of vacations. That is, we want to find the most direct causes (in the graphs
we saw, these are parents, rather than more distant ancestors).

Appealingly, if we have a way to assess the causes of productivity, totally
independently of the causes of any other variable, we can do fewer tests and each
one can be done in parallel (leading to a big speed-up for the computer programs
calculating these things). It also means that instead of using approximations
(such as exploring a subset rather than all possible graphs), where running a pro-
gram multiple times could lead to different results each time, the calculations
will be simple enough that we can use exact methods.

On the other hand, one limitation is that without a structure showing the
connections between all variables, we might not be able to directly use the results
for prediction. Say we find that party support causes senators to vote for bills, and
that the support of their constituents does as well. This does not tell us how these
two types of support interact, and if the result will be stronger than just the sum
of the two causes. One solution is to find more complex relationships. Instead of
using whatever variables we happen to measure, we could build conjunctions
(party and constituent support for the bill), learn how long something has to be
true (exercising for one day, one month, one year, and so on), and look at sequen-
ces of events (are outcomes the same when drug one is started before drug two?).
We will not get into the details here, but methods exist for both representing and
testing these sorts of complex relationships.23

PROBABILISTIC CAUSAL SIGNIFICANCE

One likely candidate measure for a cause’s significance is just the conditional
probability of the effect given the cause. So, we could see how much vacations
raise the likelihood of high productivity. However, as we saw in the last chapter,
many non-causes may also seem to make other events more likely. If hours
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worked and vacations have a common cause, they’ll seem to raise the probability
of one another.

There are many measures of causal strength,24 but the basic idea of all is to
somehow incorporate other information to account for these common causes.
Thus, if we see that the probability of high productivity is exactly the same given
that both vacations and long hours are true as when only long hours are worked,
knowing about vacations does not add anything to our ability to predict high pro-
ductivity. In practice we might not measure a variable directly, though. Maybe we
cannot measure exactly how many hours people work, but we know how long
they are in the office. Some people who are in the office may take long lunches,
or spend hours writing personal emails or playing video games. Using only office
hours, we will not be able to distinguish these people from those who are in the
office less but who have more productive hours. Given that, this indicator for
working hours will not perfectly screen off its effects.

This is similar to the examples we looked at where how variables are repre-
sented (combinations of factors versus each individually) can affect inference
results. So we may not only need a set of variables to get the right separation
between causes and effects, but we should expect that for these and other reasons
(missing data, error in measurements, and so on), there may be some probabilis-
tic dependence between variables that have no causal relationship and we’ll have
to figure out how to deal with these.

If we say that vacations cause productivity, what we mean is that whether
vacations are taken makes a difference to productivity. If vacations are a really
strong cause and do not require anything else to be effective (say, sufficient dis-
posable income so the vacation is not a financial stressor), then whatever the
value of other variables (e.g., few or many working hours), productivity should be
increased after a vacation. Now, this will not be true for all cases, since many
causes can have both positive and negative effects, like seat belts generally pre-
venting deaths in car accidents but sometimes causing them by preventing
escape from a vehicle submerged under water. However, we can still assume
that, even though seat belts will sometimes cause death, on average their wearers
will have a lower chance of death in a car accident than those who do not wear
seat belts.

Thus to quantify the significance of a cause, we can calculate, on average,
how much of a difference a cause makes to the likelihood of its effects. Roughly,
the idea is to see how much the probability of the effect changes when the cause
is present or absent, while everything else stays the same. The contexts may be
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weighted by their probability, so that if a cause significantly raises the probability
of an effect in a very frequent scenario, that counts more than raising the proba-
bility only in rare circumstances.

Take the causal structure in Figure 6-8, where party support and ideology
influence how politicians vote, but their constituents’ preferences do not. If this
is the true set of relationships, then whether constituents are for or against a bill,
the probability of it being voted for is exactly the same, while there will be
changes when ideology and a party’s preferences change.

Figure 6-8. The average significance of constituents for voting will be low to zero. Note that
graphs without circled nodes do not represent Bayesian networks.

One approach for calculating causal significance is to fix the value of all vari-
ables at once,25 and look at the difference in the effect for every assignment of
variables. Here a party could be for or against a bill and ideological preferences
could align with or against the bill, as could the constituents. So, we could take
every combination of these and see what difference constituent support makes,
for every combination of the party support and ideological variables. Since those
two variables fully determine votes in this case, there won’t be any difference.
However, as we add more variables, each possible scenario will not be observed
very often and we might not see enough instances to draw statistically significant
conclusions. A more practical significance measure that I have developed keeps
one thing constant at a time while toggling the cause on and off, averaging over
these differences.26 To calculate this causal significance measure, εavg, we find
out how much of a difference constituents make, holding fixed that the party sup-
ports a bill, and then doing the same for ideology and so on, and ultimately
putting all these differences together to get an average value of the significance of
constituents.

For the most part, methods based on probabilities such as this one take a set
of data and output a number that tells us the causal significance of one variable
for another. This value may range from –1 to 1, where –1 is a strong negative
cause that prevents its effect from happening, and 1 is a strong positive cause of
its effect.
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Since there will surely be some noise, error, and missing data, we cannot
assume that something that is not a cause will always have a value of zero.
Instead, one usually needs to determine which values of the causal significance
measure are statistically significant (recall our discussion of p-values and multi-
ple hypothesis testing in Chapter 3).27 For example, when we calculate the aver-
age causal significance for a lot of potential causes and there are no true causal
relationships, the distribution of the significance scores (εavg values) looks like a
bell curve, or the light gray bars in Figure 6-9. When there are some true causal
relationships among the set tested, those significance scores will come from a
different distribution (the black bars in the same figure). We can use this differ-
ence between what we observe and what we expect to figure out which values of
the measure should be considered causal.28

Figure 6-9. Histogram of significance scores for a set of causal relationships. The light grey area
(centered on zero, meaning insignificant) represents spurious relationships, and the black bars
are genuine causes. Because of noise and other factors, non-causes won’t all have a significance of
zero, but will be distributed around that center area.

As usual, for high levels of a causal significance measure to correspond to
genuine causes, we need to be sure we measure the strength accurately (so the
probabilities are representative of the true ones), and, like in Bayesian networks,
that we have measured the shared causes (or else we may overestimate the signif-
icance of other causes or find spurious relationships). For time series data we
also usually need to assume that the relationships are stationary across time. The
reason is that if relationships change over time, then perhaps two variables will
be independent for part of the time series but not for another part. When we
examine the whole time series together, the relationship may seem weak, even
though it may be strong for part of the time.

While we’ve talked about “why,” one thing we’ve glossed over is “when.” In
some approaches we can specify a time lag or window, so we can calculate the
significance of, say, close contact with someone who has the flu for developing
the flu in one to four days. But if we have no idea what causes the flu, how would
we know to test just this window? One weakness of some of these methods is
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that if we test the wrong set of times, we may either fail to find some real causes
or find only a subset of the true set of time lags. Testing every conceivable time
lag is not a good strategy, since it significantly increases the computational com-
plexity and does not even guarantee that we’ll find the right timings in practice.
The reason is that data often are not sampled evenly across time and can be
sparse (with few measurements and long gaps between them), and have gaps
that are not randomly spaced.

For example, say we have some laboratory test results for a set of patients
along with their medication prescriptions. Even if a medication causes blood
sugar to go up in exactly one week, the measurements we have will not all (or
even mostly) be from exactly one week after the prescription was written. Fur-
ther, there could also be a delay between the prescription date and when the
medication was taken, so a seemingly longer delay between the prescription and
glucose being raised may really be only one week after the medication was
actually taken. As a result, there may not be enough observations at each single
time lag. Using a time window helps (since taken together, we may have a suffi-
cient number of observations around 5–10 days), though we still have the prob-
lem of figuring out which time window to test.

One way of recovering the times from data is by starting with a set of poten-
tial or candidate timings that are then refined based on the data. What makes this
possible is the significance measure. Take a look at Figure 6-10. When the time
window we test overlaps with the true one, but differs from it, these are the possi-
ble scenarios. As the window is stretched, shrunk, or shifted, we recalculate the
causal significance. In each case, altering the incorrect windows to make them
closer to the true one will improve the significance score. With a time window,
our effect variable is essentially the effect happening at some range of times. If
the window is far wider than the true one, as in the top of Figure 6-10, there will
be many instances where we expect the effect to happen but it will not (thus, the
significance score will be penalized for all of these seeming failures of the effect
to occur after the cause). On the other hand, if the window is too narrow, the
effect will seem to be likely even when not caused by the potential cause being
tested. As the timings get closer to the real ones, the significance will increase,
and can be proven to actually converge to the real one.29
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Figure 6-10. Possible cases when a cause’s time window as tested overlaps, but is different from,
the true one in which it produces the effect.

GRANGER CAUSALITY

Probabilities are used mainly when the data contain discrete events, such as a
diagnosis being present or absent, or a laboratory value that has been binned into
normal, high, and low categories. But what if we want to understand how
changes in one stock’s prices lead to changes in another stock’s trading volume?
There we do not really want to know that one price increasing leads to a trading
volume increase, but want to know the size of the expected increase. Whereas the
probabilistic methods test how much the chance of an event occurring changes
due to a cause, we can also test how much the value of a variable changes relative
to changes in the cause. Most of the methods described so far can be used in just
this way.

While it is not traditionally thought of as causality, strictly speaking (for rea-
sons we’ll see shortly), one commonly used method for inference with
continuous-valued time series data is Granger causality.30 Building on the work
of Wiener (1956), who said that causes increase the predictability of their effects,
Granger developed a practical method for testing causality in financial time ser-
ies such as stock returns. The idea is that the cause provides some information
about the effect that is not contained in other variables, and this information lets
us better anticipate an effect’s value. So if we took all knowledge until some time,
the probability of the effect taking some value would differ if we removed the
cause from that set of information.

In practice, we do not have an unlimited set of information, and we could
not use all of it even if we did have it due to the computational complexity.
Without getting into the details, there are two forms of Granger causality that
each yield very different conclusions. It is important to recognize that neither
truly corresponds to causality. Since they are often used to support claims of cau-
sality, though, it is useful to understand what they can and cannot do.
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First, bivariate Granger causality is little more than correlation (though the
measure is not symmetrical). It involves only two variables, and simply tells us
whether one helps predict the other. So, if we measure weather, flight delays, and
coffee sales in an airport, we could find relationships only between pairs, such as
weather predicting flight delays. Even if there are no hidden variables, this
approach cannot take advantage of this to avoid confounding. Bivariate Granger
causality, then, is susceptible to finding spurious causal relationships between
effects of a common cause. If bad weather causes both flight delays and train
delays, we could incorrectly find that flight delays cause delays of trains, or vice
versa. This method may also find that earlier members of a chain of causes all
cause the later ones, instead of finding only the direct relationships. That is, if we
have a sequence of events, we may find the first causes the last since we can’t
take into account the intermediate ones.

There are many methods for testing for Granger causality, but a simple
approach is with regression. Say we want to figure out which comes first, the
chicken or the egg. Following the work of Thurman and Fisher (1988) we take
two time series, one of yearly egg production and another of the annual chicken
population. We’ll then end up with two equations: one for how values of chickens
depend on prior values of both chickens and eggs, and another for how eggs
depend on prior values of chickens and eggs. The number of prior values (lags) is
a parameter chosen by the user. Here we could test for dependence between egg
production in a particular year and the chicken population in the prior year, two
years ago, and so on. For each year of egg production and chickens, there’s a
coefficient that tells us how strongly the current year’s value depends on that
prior year’s. A coefficient of zero means no dependence at all. Thus, if the coeffi-
cients for chicken production in the equation for eggs differ from zero at some
time lag, then chickens Granger-cause eggs (if this was simply two for the prior
year, it would mean eggs are twice the prior year’s chicken population). As is
often the case, more lags means an increase in complexity, so there may be a
practical limit on what can be tested, in addition to limits based on the data, such
as the number of data points and the granularity of measurements.

Now, back to the airport. Say we include weather, flight delays, and prevoius
values of coffee sales when predicting coffee sales. This is multivariate Granger
causality, where we include all the variables in each test. While we cannot take
into account all information in the world, we can test whether some variable is
informative once all the others we have are taken into account. Say the real rela-
tionship is that weather causes flight delays, and flight delays cause an increase
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in coffee sales as people wait around. Then, once delays are included in the coffee
equation, weather does not provide any new information and should have a
coefficient that’s nearly zero (meaning it does not contribute at all to predicting
the number of coffee sales). In practice we would not really say there’s a causal
relationship just because the coefficients differ from zero, but rather would do
some tests to see whether the difference from zero is statistically significant.
While this gets closer to causality, there is no guarantee that the findings are not
spurious. More critically, even though the multivariate form is much more pow-
erful and accurate, it is used far less often since it is much more computationally
intensive.31

Now what?

Maybe you wear an activity monitor and have months’ worth of data on your
movements and sleep, or maybe you have data from police reports in your neigh-
borhood and want to find causes of crime, or maybe you’ve read about someone
finding out about local flu trends from posts on social media. How can you go
about analyzing your own data?

The main thing to realize is that there is not just one method for all causal
inference problems. None of the existing approaches can find causes without any
errors in every single case (leaving a lot of opportunities for research). Some
make more general claims than others, but these depend on assumptions that
may not be true in reality. Instead of knowing about one method and using it dil-
igently for every problem you have, you need a toolbox. Most methods can be
adapted to fit most cases, but this will not be the easiest or most efficient
approach.

Given that there is not one perfect method, possibly the most important
thing is to understand the limits of each. For instance, if your inferences are
based on bivariate Granger causality, understand that you are finding a sort of
directed correlation and consider the multivariate approach. Bayesian networks
may be a good choice when the causal structure (connections between variables)
is already known, and you want to find its parameters (probability distributions)
from some data. However, if time is important for the problem, dynamic Baye-
sian networks or methods that find the timing of causal relationships from the
data may be more appropriate. Whether your data are continuous or discrete will
narrow down your options, as many methods handle one or the other (but not
both). If the data include a large number of variables or you do not need the full
structure, methods for calculating causal strength are more efficient than those
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that infer models. However, when using these, consider whether you will need to
model interactions between causes to enable prediction. Thus, what causes are
used for is as important as the available data in determining which methods to
use. And finally, recognize that all the choices made in collecting and preparing
data affect what inferences can be made.
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Experimentation
How can we find causes
by intervening on people and systems?

Many claims about health seem to be reversed if we wait long enough. One of the
most stunning shifts is in our understanding of the link between hormone
replacement therapy (HRT) and heart attacks: while initial studies found it pre-
vented them, later studies found either no effect or even an increase in heart
attacks.

The first evidence for HRT’s benefits came from the Nurses’ Health Study,1

which drew its power from surveying an enormous cohort of registered nurses
(nearly 122,000), who were followed up with every two years since the initial sur-
vey in 1976. Analysis of the data in 1997 found that postmenopausal HRT users
had a 37% lower risk of death and that this was due in large part to fewer deaths
from coronary heart disease.

While guidelines emerged suggesting that HRT can be used to reduce the
risk of cardiovascular disease,2 a study published just one year after the Nurses’
Health Study found it had no effect on coronary heart disease. Unlike the
Nurses’ study, which just observed people’s behavior, the HERS trial3 randomly
assigned patients to either HRT or a placebo. While the study followed only 2,763
women over four years, it raised questions because the incidence of heart attacks
in the HRT group actually increased in the first year of the study (though this
effect was reversed in the last two years). The Women’s Health Initiative random-
ized controlled trial recruited a larger population and aimed to study long-term
outcomes, with mean follow-up of 8.5 years. While the study was stopped after a
mean of only 5.2 years due to a significant increase in breast cancer, the most
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surprising finding was that heart attacks increased by 29% (going from 30 to 37
per 10,000 person-years).4

How is it that HRT could seemingly both lower and raise a woman’s risk of
heart attack? The difference lies in how the studies were conducted. The Nurses’
study took a specific population and regularly noted their outcomes, medications
they were taking, and other features. In this type of observational study, we do
not know whether a particular medication is responsible for outcomes, or if there
is a common cause that led to both choosing a treatment and having a better out-
come. Perhaps concern for health led to both lowering risk and choosing HRT.
In contrast, a randomized trial removes any pattern between patient characteris-
tics and treatment.

Interventions are often considered the gold standard for causal inference. If
we can intervene and randomly assign individuals to treatment groups (where
these could be patients given an actual medical treatment, or stock traders
assigned to particular trading strategies), this removes many of the confounding
factors that could lead to a person choosing an intervention or strategy in the first
place. Reality is more complicated, though, as interventions are not always possi-
ble and they can introduce side effects. For instance, people on cholesterol-
lowering medication may watch their diets less carefully. In this chapter, we’ll
examine how experimental studies can be helpful for finding causes, why studies
claiming they’ve found causal relationships may not be reproducible, and, more
generally, why intervening on one thing in isolation is so difficult. Finally, we’ll
look at cases where interventions can actually give the wrong idea about the
underlying causal relationships.

Getting causes from interventions

Say you want to figure out which fertilizer helps your plants grow best. You try
out fertilizer A and notice your roses aren’t blooming. Then you try out fertilizer
B. Suddenly your garden comes alive and you’re sure that it’s all due to B, the
wonder fertilizer.

What’s the problem with this approach? The first issue is that the outcome of
interest—growing “best”—is subjective. Maybe you want to believe B works bet-
ter since it’s twice the price of A, or maybe you’re hoping the cheaper fertilizer is
just as good as the pricey one. In either case, these prior beliefs may color how
you judge the outcomes (recall confirmation bias, covered in Chapter 3).

Now let’s say we fix these issues by using a quantitative evaluation. You can
count the number of flowers greater than 2″ in diameter and record the height of
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the plants. But the same garden plot was used in both cases, so it could be that
the delayed effect of A was responsible for what you saw during the application of
B. This is often a concern with studies testing medications, diets, and other inter-
ventions. In a crossover study, A and B are tested sequentially in an individual.
Not only may the order matter, but there may be residual effects of A when B is
being evaluated. For example, a dietary supplement could remain in the blood-
stream for some time following its consumption. In these cases, we need a gap
between the end of one intervention and start of the other to remove any linger-
ing effects of the first when evaluating the second. Finally, because the fertilizers
were not tested at the same time, it’s also possible that other factors also changed
in between the two time periods. Perhaps there was more rain during the second
period, or more sun, and thus growing conditions were just better. Any improve-
ment, then, could simply be from changes between the time when you used A
and the time when you used B.

When we intervene to compare causes, or figure out if something is a cause
at all, what we really want to know is what will happen if everything else stays the
same and we add or remove the possible cause.

Intuitively, there’s a link between causes and intervening, as we often think
of causes as strategies to bring about events, and want to find them specifically
because we hope that manipulating a cause will enable us to manipulate its
effect. One challenge when using observational data to find causes is that in
some cases it can be difficult to distinguish between a structure with a common
cause of two effects and one with a chain of causes. For example, in one case, a
political candidate’s speeches might cause an increase in both popularity and
campaign donations, while in another, speeches may cause changes only in pop-
ularity, which then trigger donations. If we could manipulate donations and pop-
ularity independently, we could easily distinguish between these two
possibilities. In the first example, increasing popularity is not a good way of get-
ting donations (these are only correlated), while in the other it is (since it causes
them directly).

As a result of this link, some have tried to define causality in terms of inter-
ventions. Roughly, the idea is that changing a cause in the right way then leads to
a change in the effect.5 Of course the “right way” is one where we also don’t bring
about other causes of the effect or the effect itself directly. Instead we want to be
sure that any influence on the effect flows only through the cause, and that the
intervention does not somehow bypass this by having a direct impact or causing
other causes to be active.
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For example, we might hypothesize that the relationship between speeches,
popularity, and donations is as shown in Figure 7-1a. To test whether the dashed
edge is a real causal relationship, we can intervene to increase popularity and see
if that has an effect on donations. But this could cause increased name recogni-
tion, leading to an increase in donations directly, rather than through an influ-
ence on popularity. This is shown in 7-1b, where name recognition causes
donations directly. Similarly, in 7-1c name recognition indirectly leads to more
donations by bringing about more speaking engagements. In the first case the
intervention directly leads to the effect, while in the second it causes a different
cause than the intervention target to become active. In both cases, the problem is
that the intervention leads to the effect in a way other than directly through the
cause being tested.

Figure 7-1. The dotted link is the one being tested. In other figures, solid edges are active, and
dashed are inactive.

Randomized controlled trials

While manipulating one thing in the idealized way described is difficult, random-
ized controlled trials (RCTs) are a partial solution. In this type of experiment
there are two or more groups and participants are randomly assigned to each, so
the difference in treatment is supposed to be the only difference between the
groups. If outcomes differ, it must be due to the treatment since the distribution
of all other features should be the same. This is not exactly the idealized interven-
tion where we can turn one knob directly (e.g., increasing your sodium intake
without changing your fluid intake), but it comes closer than any other.

However, this strict protocol is also a limitation when it comes to using the
results of an RCT. Only one factor is being evaluated, but that’s not necessarily
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how results are used in the real world. For example, we might find a drug is ben-
eficial and has no side effects in an RCT, but in reality, maybe it’s often taken
with a second medication and these two have a severe interaction. As has hap-
pened in a number of cases, this interaction may not be discovered until the drug
hits the market.

While RCTs are usually discussed in the context of medicine, they are simply
one type of experimental study and can be applied to problems in many other
areas. Google famously used click data to decide between 41 shades of blue for
their logo,6 and user preferences can be tested by randomizing visits or users to a
particular shade or the current color and comparing the number of clicks. Politi-
cal campaigns have also used randomized trials to determine what message to
deliver and how.7 Instead of finding correlations between voting behavior and
demographics or developing theories about how people vote, they leveraged mas-
sive email lists and detailed individual-level data to test the efficacy of various
interventions. For example, a campaign could randomize a group of people with
particular characteristics to different email text, or phone scripts seeking dona-
tions. There’s a clear outcome (amount donated), and with a large enough sam-
ple, many messages could be tested for many different groups. In 2012 the
Obama campaign did just that, testing features like email subject lines, sug-
gested donation amounts, and even how emails were formatted on a smaller
group of supporters before sending out emails to the full list.8

While the knowledge gained may not always be stable over time (will emails
that work once work again?), RCTs have been used in many areas outside of
medicine, including economics and education. Even if you never conduct your
own RCT, being able to evaluate a trial’s results is important for making deci-
sions.

WHY RANDOMIZE?

In the 1700s James Lind conducted and documented what is considered the first
controlled trial, finding that citrus fruits can quickly cure scurvy. On a boat with
sailors suffering from the illness, he assigned six pairs of men with similar
symptoms to six different treatments. Aside from the treatments Lind was test-
ing, which included vinegar, sea water, and of course lemons and oranges, the
men had the same diet.9 Lind found that the men who ate the citrus fruits
improved rapidly compared to the others, leading him to conclude that this was
an effective treatment for the illness.

However, Lind assigned each pair to each treatment rather than using a ran-
domizing mechanism. In fact, he noted that the severity of cases assigned to sea
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water was worse than to others.10 While we know that his results turned out to be
correct, if treatments were chosen based on severity, this bias could have skewed
the outcomes (e.g., if people with mild cases who’d have gotten better anyway
were assigned to citrus) or led to a situation like Simpson’s paradox (e.g., if those
assigned to citrus were incurable). The randomization part of an RCT is critical
for avoiding bias in treatment allocation.

A key limitation of observational studies is that the choice of if and when to
act can confound the observed relationships. For example, it is difficult to test
whether playing violent video games leads to violent behavior. Since children are
not randomly assigned to play certain types of games, if there is any correlation
at all, we cannot know whether it is due to video games leading to violent behav-
ior, violent behavior leading to playing similar games, or a third factor causing
both.

Similarly, in the Nurses’ Health Study, the fact that the women chose HRT is
not independent of their risk factors for heart disease and propensity toward
health-promoting behaviors. That is, it could be that HRT has no effect at all on
heart disease, but that the women who chose to take it did other things that low-
ered their risk—and that providing information on these other behaviors is what
made HRT predictive of better outcomes. Another example like this is off-label
use of a medication to treat patients for whom all other medications have failed.
This makes the fact of someone getting the intervention, and thus their outcome,
dependent on the severity of illness, quality of medical care, and so on. Residual
effects of the many prior medications attempted can further confound observa-
tions, making it difficult to determine what a failure of the medication means.
The key benefit of randomization is severing the link between the choice to inter-
vene and outcomes.

Now say we randomize all 13-year-olds in a school to receive either text mes-
sages prompting them to get 30 minutes a day of physical activity or text mes-
sages telling them the weather forecast. Since the two groups will be in contact,
we cannot know that messages won’t be shared or that people getting activity
prompt messages won’t ask their friends (who got the control message) to join
them. Another example of contamination between groups is drug sharing in clin-
ical trials, where patients from the intervention group share their medications
with those in the control group.11

To prevent contamination between the treatment and control groups, a clus-
ter design randomizes groups, rather than individuals. Instead of randomizing
students, this approach would randomize different schools to different messages.
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Another example is randomizing a medical practice or hospital to a treatment,
rather than individual patients. Larger sample sizes are needed, though, to ach-
ieve the same level of confidence in the results, because the individuals within a
cluster may be correlated and clusters may not all be the same size. Here a clus-
ter could be a family (which will be highly correlated due to genetics and environ-
ment) or a school (which may be less correlated but still correlated due to a
shared location).12

Whether at the individual or group level, the directive to randomize two
groups that are alike except for the intervention omits quite a bit of detail about
who should be included in these groups (the groups need not be identical, just
comparable). Right away we need to make a decision about who is eligible for a
study.

Let’s say we’re testing heartburn medications. We could recruit people of
every age and gender, but many of these people may not get heartburn. Given
that studies don’t have unlimited funding and don’t continue for an unlimited
duration, this will be a waste of resources, and most of the people without heart-
burn will likely not be willing to participate. Say we then limit eligibility to people
with a history of heartburn. Should we include people whose heartburn is due to
another condition, such as pregnancy? Should people of all ages be included, or
should we exclude children? Maybe we think the physiological processes underly-
ing heartburn are fundamentally different in children and the elderly and decide
to include people ages 21–65 with a history of heartburn. The next problem is
that some of these people may already take a daily medication for heartburn or
have other conditions that could affect the functioning of the drug. Ideally, the
study population should be made up of people who do not take any medications
that may interact with the tested one. Thus, we may decide to test this medication
on people ages 21–65 with a history of heartburn, who do not already take a daily
medication for heartburn.

Who is included in a study can completely determine the results through
selection bias—whether by individuals deciding if they should participate or
other factors determining whether they get the opportunity. As we examined in
Chapter 3, some biases can lead to seeking evidence weighted in favor of a partic-
ular conclusion or can affect how we evaluate the evidence we have gathered. The
methodology of a study can also lead to data being biased in one direction or
another. For instance, in political polls conducted via phone calls, using only
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landlines rather than including mobile phones can skew the demographics of
participants. In 2008, for example, Pew Research found that using only landlines
understated Obama’s lead over McCain by 2–3% averaged across several polls
and by 5% during their final poll before the election.13

While randomization is supposed to limit selection bias, all of the choices
that must be made in designing a study mean that the threat of selection bias still
looms. Participation in an experiment is voluntary, so the people who choose to
participate may be fundamentally different from those who do not. If a
researcher enrolling participants knows which group each participant would be
assigned to (for example, if the allocation simply alternates between groups or
there is a more complex ordering that’s known to the researcher), then this could
also affect who is offered the opportunity to participate. This bias affects whether
the study can draw conclusions about causality (internal validity), and how widely
it applies based on how representative the population is (external validity, which
we’ll discuss later in this chapter).

Next, we have to determine how to handle cases where individuals do not
complete the study. Some people may drop out for unrelated reasons, but others
may stop participating due to the intervention being unacceptable, like side
effects outweighing any positive effect.14 When contacting participants for data
on outcomes, some may be unreachable (these are referred to as “lost to follow-
up”). For instance, to assess stroke outcomes 3 and 6 months after a hospital
stay, the study protocol may be to call people and survey them or their caregivers
by phone, but perhaps some never respond and others change their phone num-
bers or move, leaving researchers with no way of contacting them.15

Some studies may simply ignore the patients who cannot be tracked down
when analyzing the data, but this can bias the outcomes when they are not sim-
ply missing at random, and a large number of dropouts should be a red flag
when evaluating a study. For example, say we test an exercise intervention in the
elderly. Compared to a control of no intervention at all, those who exercised 10
hours a week had lower cholesterol levels, and lived 2 years longer. However, if
75% of those randomized to the intervention dropped out due to injuries or
exhaustion, then the study would most likely find that those healthy enough to
exercise more than an hour a day live longer than those who are unable to do so.
The point is that whether someone remained in the study in this case is a key
factor in evaluating the acceptability of the intervention. Thus, simply omitting
individuals with incomplete data will overstate the efficacy of the treatment and
minimize its potential side effects.
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Survival bias can be a type of selection bias from analyzing only those that
survived or remained in a study until some point, but more broadly, it is bias
stemming from analyzing outcomes solely from the set of individuals or cases
who made it to some endpoint. These could be companies with at least two years
of earnings statements (ignoring all those that failed early), politicians after their
first term (ignoring those who died, resigned, or were removed from office early),
or musicians with #1 hits (ignoring those who never even got a record contract).
If our goal is to understand the effect of frequent touring among very successful
musicians, the last one might be the right population to study. On the other hand
if the goal is to determine the effect of early arts education on musical success,
then including only these high achievers will provide a skewed view.

In some cases, we simply cannot randomize people or situations, whether
due to ethical considerations or just cost, so other types of studies are needed.
The Nurses’ Health Study is an example of a cohort study, where one group is
prospectively followed over a period of time. The disadvantages of this approach
(in addition to selection bias) are that while the same data will be collected for
everyone, it’s expensive to follow up over a long time period and there could be a
significant number of dropouts. If the outcome of interest is rare, then a large
sample will be needed, and it’s not guaranteed that a sufficient number of inci-
dents will be observed. Another option is a case-control study, which is generally
backward looking. We take two groups that differ in some feature (e.g., people
with and without red hair) and go back to see what’s different about them (e.g.,
genetic variation). However, since we are only observing the differences rather
than actively intervening, we can’t be sure there are not unmeasured confound-
ers.

HOW TO CONTROL

A landmark in the history of medicine, and possibly the first randomized con-
trolled trial in medicine, happened in 1946, when Bradford Hill and others from
the Medical Research Council in the UK compared bed rest and the antibiotic
streptomycin for the treatment of tuberculosis.16 Each hospital in the trial
received a set of numbered and sealed envelopes, with each containing a treat-
ment assignment (rest or streptomycin). As each patient was enrolled in the
study, the next envelope in the sequence was opened to determine that patient’s
treatment.17

As in Lind’s trial, the researchers didn’t simply look at outcomes before and
after streptomycin; they compared the drug against the standard of care at that
time, which was bed rest. This is important because comparing the status of
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patients before and after treatment could show improvement even with a totally
ineffective treatment if the condition just improves over time, and in other cases,
the act of treatment itself can bring about positive results.

For example, patients who are convinced that an antibiotic can treat their flu
virus sometimes ask for the drugs until their physicians relent. If they eventually
recover from the flu, as most people do, the recovery had nothing to do with the
medication—it was simply the inevitable course of the disease. Having a cup of
coffee, watching a lot of TV, or whatever else they’d done at the same point in
their illness would have seemed equally effective.

Another reason for a control group is that in reality we are not choosing
between a new treatment and no treatment, but want to know which of a set of
choices is most effective. There are both ethical and logistical considerations that
guide the choice of an appropriate control, as effective treatment shouldn’t be
withheld from a patient, and we must account for the role that the act of treat-
ment plays in outcomes.

In some cases we may compare a treatment against the standard of care,
while in others a placebo may be used. This could be because there’s no standard
treatment, or because of a bias in the study’s methodology. After all, a treatment
that’s much worse than a currently used one may still be better than nothing.
Determining an appropriate placebo can be tricky, but essentially it is something
that mimics the actual intervention as much as possible without having the key
effective feature. In the simplest case, if a medication is given as a pill, a sugar
pill is a frequently used placebo. If another intervention is text messages to
improve health, one placebo could be text messages with other information unre-
lated to health. On the other hand, a placebo for acupuncture is more difficult to
determine. At the extreme end, sham surgeries have been done in trials of treat-
ments for Parkinson’s disease and others, to account for the effect of surgery
itself.18

The placebo effect, where a treatment with no known active ingredient still
improves outcomes, can lead to strange results,19 and can even occur when
patients know they’re being given a placebo.20 Side effects have been reported
with placebos,21 and in comparisons of placebos differences in outcomes have
been found based on dosage (more pills seemed more effective) and appearance
of the pills.22

This brings us to another key feature of the streptomycin trial: it was blinded
so that neither the patients nor those assessing them knew which treatment they
had received.23 This is a key step toward avoiding confirmation bias, as patients
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who expect a drug to be beneficial may report symptoms differently to a clinician,
and clinicians may similarly judge a patient’s status differently if they know
which treatment she received.

One study testing multiple treatments for multiple sclerosis also tested the
impact of blinding, by having the same patients assessed by neurologists who
were blinded to their treatment as well as neurologists who knew which group
they were in. After 24 months of regular observations, the blinded neurologists
found that none of the treatments were effective.24 Yet, the assessments of the
unblinded doctors found an improvement in one of the groups. The reason for
this difference is that the assessment of patients was qualitative, and the neurolo-
gists who knew which groups the patients were in may have been influenced by
this knowledge in their ratings. When determining the outcome of an experi-
ment involves this knowledge (whether assessing patients in a trial or the growth
of flowers in your garden), knowing which group is which can change how one
interprets the available evidence.

Generally, a single-blind trial is one where the patients do not know which
group they are in, but those conducting the study do. In a double-blind trial, nei-
ther the patients nor the clinicians know which group they are in. However, after
all the data from a trial is gathered it’s not a matter of simply putting all the
results into a black box and getting a definitive result. There are many decisions
to be made in data analysis, such as which statistical tests to use, and these too
can be affected by bias. Thus, another option is triple blinding, which is usually a
double-blind trial where those analyzing the data also do not know which group
is which.25

This may not always be practical, but one could instead predetermine all the
steps that will be taken to analyze the data before seeing any of the data collected,
and log this, showing that the plan was created independently of the outcomes.26

Registries of experiments and drug trials do exactly this, requiring investigators
to determine the plan before any data is collected.27 This approach has some
practical problems, as unexpected scenarios often arise (though this would make
apparent the bias toward publication of positive results28). In our hypothetical
heartburn study we might predetermine which primary outcome will be meas-
ured (e.g., frequency of heartburn), which secondary outcomes will be measured
(e.g., heartburn severity), how the study will be blinded, and approximately how
many participants will be enrolled. However, we may fail to meet target enroll-
ment, or may not anticipate having to stop early due to a shortage in funding. So,
sticking exactly to a predetermined plan may not always be feasible.
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WHO DO RESULTS APPLY TO?

Say we do conduct this heartburn study and it seems to be a success. The medi-
cation dramatically reduces heartburn severity and incidence compared to
another treatment, and the drug is eventually approved and marketed. A doctor
who has seen the results of the trial has a new patient, 80 years old, who takes 10
different medications29 and has both diabetes and a history of congestive heart
failure. Should the patient be prescribed the new medication?

Controlling the trial to ensure internal validity, meaning that it can answer
the question we’re asking, often comes at the expense of external validity (wider
generalizability of the results). Studying a homogeneous population can isolate a
possible cause, but this then limits how useful the results are for making deci-
sions about the rest of the population. On the other hand, more variation can
lead to confounding and failure to find a genuine effect if it only happens in cer-
tain subgroups. The important thing to realize is that there’s a selection process
at every single stage of a randomized trial.

In a typical clinical trial, we start off with the pool of potential patients being
those treated by the system conducting the trial or those that can be reached by
this system. But this has already omitted everyone who can’t or doesn’t access
medical care. Then there’s who gets treated by the unit doing the trial and by a
clinician participating in it. These patients may be sicker than the population as a
whole, or conversely may exclude the sickest patients, who have been referred
elsewhere. Next there are the eligibility criteria of the trial itself, which often
exclude patients with multiple chronic conditions (as we did in the hypothetical
heartburn trial). By the time we get to the point of a patient actually agreeing to
participate, the population has been winnowed down quite significantly. The
point is not necessarily that everyone should in fact be included, but that there
are many practical concerns affecting who will be recruited into a trial. When we
move from evaluating the validity of the study to trying to use the results, these
factors need to be considered.

Much has been written about how to determine whether the results of a trial
will be applicable to a particular patient or population.30 We are not usually mak-
ing decisions in the idealized world of a randomized trial, where patients often
have only a single disease, for example, and waiting until there is a study that
captures exactly the relevant scenario is not an option for most cases. This is true
both for clinicians determining a treatment protocol for their patients and when
you try to understand how research reports relate to you. The problem with an
RCT is that it tells us only that the treatment can cause an effect in a particular
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population. But another population may not have the features needed for it to be
effective.

For instance, if an RCT finds that drug A is better than drug B, and another
trial finds that B is better than C, we’d probably assume that A is also better than
C. Yet, one review of antipsychotics found cases just like this but with random-
ized trials also supporting that in fact C beats A.31 How could such an anomalous
finding occur? Many of the studies were sponsored by the makers of the drugs
being tested, but inconsistent results can happen no matter who is funding the
study. Even if the data are reported completely truthfully and there was no
wrongdoing, because of all the decisions that must be made in conducting a trial,
it is still possible for results to be biased in favor of one outcome or another. By
choosing particular doses, eligibility criteria, outcome measures, and statistical
tests, each could be tilted toward a particular drug, leading to every drug appa-
rently being better than every other.

As we’ll see in Chapter 9, to really know that the finding will be applicable to
a new population we need to know that whatever features made a cause effective
are present in both populations and that the second doesn’t have characteristics
that will negatively interfere with the cause. However, this is a large burden, as
we often do not know exactly what’s needed for the cause to be effective. For
instance, say we randomize people to different types of office chairs to see if sit-
ting on a physioball leads to weight loss compared to sitting on a regular chair. In
the experiment, the physioball leads to a statistically significant weight loss over
six months, but when we try it in a new population, there’s no impact at all. This
can happen if the people in the first population found the ball uncomfortable or
frequently fell off of it and tended to either stand or walk around much more dur-
ing the day, and in the second population people treated the ball as they would
any other chair and stayed in place. The real intervention is something that
prompts people to get up more—not the ball—yet this might not be known from
the study. Similarly, the way an intervention is used in a controlled environment
may not reflect reality. Some drugs need to be taken at the exact same time each
day, and could show lower efficacy in the real world than in trials if study patients
are more likely to comply with this direction.

Many other factors contribute to how one might use the results of a study,
such as the length of the follow-up period. If a randomized trial of a new treat-
ment follows people for only a short time, we might wonder whether it is equally
effective for long-term use and if there are side effects that may only be known
after years of exposure. The study period can also determine internal validity. If a
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study testing whether medication reminder text messages improve treatment
adherence follows patients for only three days, it’s not convincing proof that text
messages in general will improve adherence over the long haul, since enthusi-
asm for new interventions tends to wane over time. Yet due to cost, there’s often
a tradeoff between follow-up duration and sample size.

Some checklists and guidelines have been developed for evaluating results
and for what should be reported in a study.32 The main point is that we need to
assess both how internally and externally valid a study is. How important each
consideration is depends on our purposes. Some studies with low internal valid-
ity may be strengthened by high external validity (and may have more relevance
to the population of interest).33 Key questions include: Who was studied? How
were patients selected? Where was the study done? How long was the follow-up?
What was the control? How was the study blinded?

When n=you

Often we are not trying to determine which drug is the best or what dietary
guidelines to suggest for a population, but rather we aim to make decisions about
ourselves. Which medication relieves my headaches better? Do I recover faster
from a long run after an ice bath or a hot shower? What is my optimal dose of
coffee in the morning?

Yet we do not usually address these questions in a systematic way. Instead,
the process of deciding on, say, which allergy medication to take is more like a
process of trial and error. First you may see your doctor, who prescribes a particu-
lar medication. After taking it for a while you might notice your stomach is upset,
so you go back to the doctor. Perhaps the dose is adjusted, but with this change
your symptoms return, so you go back again and see if there’s a different medica-
tion you could try. You might take the second medication for the duration pre-
scribed, or you may stop it early because you seem to be feeling better. The next
time you see your doctor, she asks how the medication is working and you have
no complaints, so you say it worked well. Does this mean you should have started
with the second medication in the first place?

This is essentially the problem we faced in the fertilizer example we saw ear-
lier in the chapter. This type of unsystematic sequential test of two treatments
not only does not yield generalizable knowledge about which is better, but does
not even say which is better for you. Yet with only one individual, we obviously
cannot randomize who receives the experimental treatment and who is given the
control.
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Instead of randomizing patients, a trial of one person (called an n-of-1 trial)
randomizes the order of treatments.34 The fertilizer test was particularly weak
since we tested only one sequence (A-B) and did not know whether A was still
active when we were testing B, or if B was tested in more favorable conditions.
Testing each treatment only once does not provide very robust results, so gener-
ally a number of iterations would be done—but determining the order of inter-
ventions is somewhat complex. It might seem like we can just repeat the A-B
sequence to get more data, such as with A-B-A-B. While we now have twice as
much data on each intervention, B is always following A. If the outcome measure
slowly improves over time, then even if the treatments are equivalent, B will
always seem better since it will be evaluated a bit later than A. Further, if the trial
is blinded this simple alternation may lead to the individual guessing the treat-
ment assignment.

While one could, in theory, randomly choose between the two treatments for
each time interval, this strategy has its own problems. It cannot guarantee that
each will be used the same number of times or that they will be evenly dis-
tributed, so there could be a sequence of all A’s followed by all B’s. In addition to
biasing results, this also leaves the study vulnerable if it’s stopped early, before
the B sequence is reached. Instead, each pair can be randomized, so choosing A
for the first treatment means B will be next. This could still produce the alternat-
ing sequence, so another option is to balance each A-B with a following B-A. That
is, either A-B or B-A is chosen for the first pair, and then whichever is not chosen
is used next. So, one possible sequence is B-A-A-B-A-B-B-A. Thinking back to our
discussion of nonstationarity (Chapter 4), the idea is to try to reduce the effect of
these temporal trends, and effects of the order of treatment.

Now, say we decide on a sequence for testing two treatments, but the effects
of the first treatment persist over time. Then essentially B may benefit from A’s
effects. In a standard RCT, each participant receives only one treatment, so we
don’t need to worry about cumulative effects from multiple treatments or interac-
tion between treatments. However, with a sequential trial, not only may the order
matter (e.g., in testing two interfaces, perhaps the second is always preferred),
but there can be lasting effects of each intervention (e.g., getting more experience
with a system may improve outcomes). In the garden example, if fertilizer A is
slow to take effect but once active has a persistent impact, then there may be
overlap between when A is active and when B is being administered and meas-
ured. One solution is adding a gap between the time when A ends and B begins.
The goal of what’s called a washout period is that by the time the second
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treatment starts, any effects of the first should be gone. However, a medication’s
positive effects could dissipate quickly, while its side effects are longer-term.
Another limitation is that a washout period requires some time with no interven-
tion and a time period with no treatment may be undesirable (for example, if we
are testing pain medications). Further, determining an appropriate washout
duration requires background knowledge about how the intervention works.
Another approach is to keep the treatment continuous, but ignore some portion
of the data at the beginning of each intervention.

This type of trial will not be applicable to many cases, since the target needs
to be something that is not changing rapidly over time. Trials with a single
patient would not make sense for an acute condition such as the flu, but have
been used successfully with chronic conditions such as arthritis.35 Similarly, a
sequential trial related to a one-time event such as an election, where many
things are in flux in the weeks beforehand, would not make sense. Good candi-
dates are situations that are more or less stationary.

Reproducibility

In a study using one set of electronic health records to find risk factors for con-
gestive heart failure, we found diabetes as a risk factor. Yet when we repeated the
study using data from a second population, we did not find any link to diabetes,
but instead found that insulin prescriptions were a risk factor.36 How should we
interpret this discrepancy?

Attempts to replicate a study, repeating the exact same methodology under
the exact same conditions, are important for ensuring a method is well-
documented and that its findings are stable. Note that this is not the same as
reproducing a study, which specifically aims to introduce variation to test gener-
alizability. One example of replication is sharing computer code, raw data, and
the steps needed to execute the code. If someone else can produce the same
results from those, then the analysis would be replicable. True replication can be
hard to achieve, as slight changes can lead to large differences in some experi-
ments. Even in the case of a computer program, which may seem like something
that should behave the same way each time it is run, an undetected bug could
lead to unpredictable behavior.

What we often mean when we talk about replicability in science, though, is
reproducibility. That is, we want to know if the results from one study are found
by other researchers in another setting where circumstances differ slightly.37 This
provides more robust evidence that the results were not a fluke. For example, say
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one study found that children’s moods improved more after being given a 2 oz
bar of being given chocolate than after being given carrots. The main finding is
that chocolate makes children happier than being given vegetables, so another
study might reproduce this using M&Ms and broccoli, and another with Her-
shey’s Kisses and sweet potatoes. None of these would be replicating the initial
study, but they’re all reproducing the main finding (chocolate leads to more hap-
piness than vegetables do).

While reproducing results is especially important with observational studies
(where a failure to do so may indicate unmeasured common causes), reproduc-
ing the findings from experimental studies is also key to creating generalizable
knowledge. Further, given all the many decisions involved in an experiment,
failed attempts to reproduce results may uncover potential sources of bias—or
even misconduct.

Many recent works have expressed concern over the failures of key findings
to reproduce. Reports from pharmaceutical companies suggest that just 20–25%
of drug targets identified from scientific papers were reproducible.38 Another
study found that only 11% of findings from 53 key studies in cancer were repro-
duced,39 and the statistics for some samples of observational studies are even
worse.40 Initiatives have been developed to attempt to reproduce findings from
high-profile studies (as these often form the basis for much work by other
researchers) in psychology, with mixed results.41

But why might a genuine causal relationship found in one study not be
found in another?

Aside from issues like fraud or unintended errors, such as a typo in a spread-
sheet42 or laboratory contamination, reproduction of a true relationship is not as
straightforward as it may seem. In the case of our heart failure study, the results
did reproduce, but a lot of background knowledge about what the variables
meant was required to actually figure that out. When diabetes diagnoses were
stored in a structured format with their diagnosis times, their connection to heart
failure was found. In the second population, insulin—a treatment for diabetes—
was found to be a cause. This is because medications were one of the few fea-
tures stored in a structured format, so both their timing and their presence or
absence were more certain. In medical studies using hospital records, even figur-
ing out who has what condition with a reasonable level of certainty is a challenge.
Further, the same data is not always collected in different places.

Say the results weren’t reproduced, though. Would it mean that the first
finding was a false positive, or is it just less generalizable than expected? It may
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be that the finding should not be expected to reproduce in the population where
it is being tested. For example, since studies have found cultural differences in
causal judgment, a factor may genuinely affect causal judgment in one place
even if this result cannot be reproduced in another. This does not mean that
either study is wrong; rather, the finding may be specific to the initial population
studied or some feature of it that may not necessarily be known. The attempted
replication is valuable in this case, as it shows when the finding applies and
when it does not.

It could also be that the relationship was true when it was found, but during
a later test, the system changed due to knowledge of the causal relationship. In
finance, for instance, a discovered causal relationship may influence trading
behavior.43 Thus a relationship could be true for the study period, but may not
replicate because it’s not true across time or because using it to intervene
changes people’s behavior (much more on this in Chapter 9). The impact of TV
ads for or against a political candidate may also fade as people become desensi-
tized to the message and opponents run their own ads in response. Yet if the
claim of the study goes beyond the specific population and time period studied,
trying to extrapolate to human behavior in general, then a failure to reproduce
the result would generally refute that claim.

Of course, in many cases, a failure to reproduce results may indicate that the
relationships found were spurious. Perhaps they are artifacts of the methods
used, due to errors in the analysis, or due to bias in how the study was conduc-
ted. Many of the same factors that affect external validity also affect reproducibil-
ity. Recall the dead salmon study from Chapter 3, where a spurious finding was
made due to the large number of tests conducted. While the problem was solved
by correcting for the number of comparisons, validation attempts with a new sal-
mon (or two) should find different active regions if the results are just noise.

Mechanisms

If I told you that pirates lowered the average temperature of the Earth, you would
certainly find this implausible. But your skepticism doesn’t come from interven-
ing on the pirate population and seeing whether the Earth’s temperature
changes, or finding no correlation between the variables. Rather, you use your
knowledge of how the world works to rule this out because you cannot conceive
of a possible way that the number of pirates could change the temperature. Simi-
larly, some causal relationships are plausible specifically because of our mecha-
nistic knowledge. Even without any observational data, we could predict a
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possible link between indoor tanning bed use and skin cancer, given what we
know about the link between UV exposure and skin cancer.

This type of knowledge is about mechanisms, or how a cause produces an
effect. While we can find causes without knowing how they work, mechanisms
are another piece of supporting evidence that can also lead to better interven-
tions. While causes tell us why things happen, mechanisms tell us how. Com-
pare “smoking causes yellowed fingers” to “the tar in cigarette smoke stains
skin.” There have been some attempts to define causality in terms of mecha-
nisms, where a mechanism is roughly a system of interacting parts that regularly
produce some change.44 For our purposes, though, mechanisms are more inter-
esting for the ways they provide clues toward causality.

So far, the types of evidence toward causality that we have examined have
been related to how often cause and effect are observed together, using patterns
of regular occurrence, changes in probability, or dose-response relationships. We
would find then that having the flu causes a fever by observing many people and
seeing that the probability of fever is higher after contracting influenza. But we
could also reason about this based on the mechanisms involved. An infection
sends signals to the brain (which regulates body temperature), and the brain then
raises body temperature in response to the infection. One piece of information
tells us how the cause can plausibly produce the effect, while the other demon-
strates that this impact actually happens.45

On the other hand, explanation for a complex trait such as voter turnout in
terms of only two gene variants is implausible specifically because of the mecha-
nism. This is especially the case if the genes are also linked to many diseases and
other traits.46 In terms of mechanisms, it seems unbelievable that there’s one
process that both makes people likely to vote and also, say, causes irritable bowel
syndrome. More likely is that both phenomena involve a number of factors and
the genes identified are, perhaps, one part of the process.

Similarly, a claim that exactly 2 cups of coffee a day improves health seems
implausible, since it is hard to think of a mechanism that would make 2 cups of
coffee helpful and not, say, 1.5 or 2.5 cups. Thus, even if a study shows a statisti-
cally significant result for this specific amount of coffee, we would likely still
think there must be some other explanation for this effect. On the other hand, a
dose response or even J-shaped curve (like we saw in Chapter 5) would not seem
as surprising since there are many biological processes with this feature and far
fewer where only a single dose has any effect.
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Proposing a mechanism, though, can lead to experiments that can then
uncover causal relationships. For example, if we don’t know what causes a dis-
ease, but have a possible mechanism and a drug that targets it, seeing whether
the drug works can provide some clues toward the underlying causes. Mecha-
nisms also help to design better interventions. If we find only that infected mos-
quitos cause malaria, but have no idea how this happens, the only possible way
we can prevent malaria is by eliminating exposure to mosquitos. On the other
hand, knowing what happens after the parasites enter the bloodstream means
that there are multiple possible intervention targets, as the parasites could be
stopped as they enter the liver, they could be prevented from reproducing, and
so on.

Are experiments enough to find causes?

For all the ways experiments and randomized trials can help, sometimes we can’t
or shouldn’t intervene. Somehow we are able to figure out that parachutes greatly
reduce the risk of death during skydiving without randomized trials, and the ini-
tial link between smoking and lung cancer was found without any human experi-
ments. While it should be clear that we can learn about causes from background
knowledge of mechanisms, it’s important to realize that there are cases where
experiments can also give us the wrong idea. Two examples are when there are
backup causes for an effect, and when an intervention has side effects.

When we want to know what phenotype a certain gene is responsible for, the
usual test is to make the gene inactive (in a knockout experiment) and see if the
phenotype is no longer present. The idea is that if a gene is responsible for a trait
and the trait is still present even when the gene’s knocked out, then it’s not a
cause. However, this assumes that an effect has only one cause. In reality, if the
phenotype persists, there could be a backup cause producing it when the first
gene is inactive. This is true in many biological cases, where to ensure robust-
ness, there may be one gene that both produces a trait and silences another gene.
Then if the first one becomes inactive, the second springs into action.

Similarly, if the effect doesn’t happen when the cause is removed, it still
doesn’t mean that we have found the cause. If we remove oxygen, a house fire
won’t happen because oxygen is necessary to start a fire. Yet, we wouldn’t say
that oxygen on its own causes fires (it is insufficient)—many other things are
required (such as a heat source and flammable material).

Finally, say we try to find out whether running long distances helps people
lose weight. To test this we randomize participants to training for marathons or
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running just a mile or two a few times a week. Paradoxically, the participants in
this hypothetical study who run more not only do not lose weight, but in fact gain
weight. This is because what we really want to evaluate is the effect of running
far on weight, assuming everything else stays the same. But what actually hap-
pens is that all the running leads to unintended consequences. Perhaps partici-
pants are tired and become more sedentary during the hours they’re not
running. They may also eat more, overcompensating for the number of calories
being burned. Thus, while side effects can lead to challenges when we try to use
causes to develop policies, they can also prevent us from finding causal relation-
ships in the first place. Particularly problematic examples are when there are
essentially two paths from cause to effect and they could cancel out or lead to
reversal of the expected relationships. This is exactly the paradox we looked at in
Chapter 5, and it is not unique to observational studies.

So while experiments are a very good way of finding out about causes, they
are neither necessary nor sufficient.
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Explanation
What does it mean to say that
this caused that?

After a series of sleepwalking episodes, a man living in Kansas visited a sleep dis-
order clinic to find out what was wrong with him. A little over a month later, he
was diagnosed with non-REM parasomnia, a sleep disorder that can lead to
strange behaviors like walking or eating while asleep, with no memory of these
incidents. Two months after the diagnosis, his medication dosage was increased,
and two days later he was arrested and charged with killing his wife.1

Accidental killings by parasomniacs are rare, but could this be one such
instance? Some of the evidence suggested this could be so. Before the arrest the
man made a 911 call where he spoke strangely and seemed confused about what
had happened, making it seem that perhaps he was still asleep, given his history.
On further examination, though, many of the features common to violence dur-
ing sleepwalking were absent. He’d been arguing with his wife (but usually
there’s no motive), he was not near her (proximity is usually necessary), and he
used multiple weapons (when just one is more likely). Ultimately, it turned out to
be a case of murder.

The key point is that just because parasomnia can cause murder and both
parasomnia and murder were present here does not mean that the parasomnia
must have caused this particular killing.

When we ask why something happened—why a riot started, why two people
got into a fender bender, why a candidate won an election—we want a causal
explanation for an event that actually occurred or failed to occur. There are other
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types of causal explanation (such as explaining the association between two
things) and non-causal explanation (most examples are found in mathematics2),
and many theories of scientific explanation. In this chapter, the goal of explana-
tion is to find the causes for particular events (token causes, which I will refer to
interchangeably as causal explanations). Most of the time we seem to want to
explain things that went wrong, but we could also ask why a nuclear disaster was
averted or how a contagious disease was stopped from spreading.

While type-level causality provides insight into general properties, like sun
exposure causing burns, token-level causality is about specific events, like spend-
ing all day at the beach without sunblock causing Mark’s burn on the Fourth of
July. At the type level, we are trying to gain knowledge that can be used for pre-
dicting what will happen in the future or intervening in general ways (such as
with population-wide policies) to change its course. On the other hand, token
causality is about one specific instance. If I want to know why my flight is
delayed, it doesn’t really help me to know that weather and traffic often cause
delays if my flight’s lateness is caused by a mechanical problem. Token causality
often has higher stakes than this, like determining legal liability, or assigning
credit when awarding prizes. It’s possible to have a one-off event that never hap-
pens again, so we may not even know of the causal relationship before it hap-
pens.3 It could be that a war between France and Mexico was caused in part by
pastries, without any other war ever being caused in this way.4 Some drug side
effects or interactions may never have been observed in clinical trials, but may
arise when the drug is used by a larger and more heterogeneous population.

This distinction is precisely what makes determining token (also called sin-
gular or actual) causality so difficult. If we cannot assume that type-level causes
are token causes, even when they occur, how can we ever know why something
happened?

In this chapter, we look at what it means for one thing to cause another on a
particular occasion, and how this differs from more general relationships, where
we aim to learn about properties true across time. As with everything else, there
are multiple ways of understanding how these two types of causes fit together.
We could try to learn about general properties first and then apply them to indi-
vidual cases, learn from specific cases first and draw general conclusions, or
develop totally disconnected methods. While each of these approaches requires
humans to sift through and assess the available information, one growing area of
work attempts to automate explanation. We’ll look at how this can be done and
explore some of the challenges. Finally, we will examine causality in the law and
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how jurors reason about evidence. Legal cases have many of the same challenges
as other scenarios, plus the practical necessity of coming to a decision. The way
juries integrate a set of disjointed evidence into a coherent explanation, while
determining the reliability of the evidence itself, can provide insight into how to
approach other cases.

Finding causes of a single event

Does knowing that worn-out washers cause faucets to leak let me explain why
Ann’s faucet was dripping last Tuesday? Can we extrapolate from Bernie missing
his flight due to a long line at security to learn that security lines cause travelers
to be delayed? In the first example, we are taking a general, type-level relationship
and using it to explain a specific case. While this is how many approaches pro-
ceed, an alternative view is that instead we aggregate many individual cases to
draw conclusions about general properties.5 We will focus first on using type-
level causes to explain token cases, discussing some of the challenges this
approach faces, before loosening the link between type and token and finally
severing it completely in later sections.

WHEN MULTIPLE CAUSES OCCUR

Say we want to know what caused a particular car crash. While we cannot learn
about a regularity from a single observation, we can use prior knowledge of what
causes car crashes to explain the one we are interested in. Using Mackie’s INUS
conditions (defined in Chapter 5), for instance, we have sets of factors so that if
the components of at least one set are present, the effect will definitely happen.
But each of the sets isn’t necessary, since there can be multiple groups of factors
that are enough to bring about the effect.

To find that an icy road was a token cause of a car accident, we need to know
that the other factors needed for ice to cause an accident, such as low visibility,
were all present, since (in this example) ice alone is insufficient to cause an acci-
dent. But what happens if the road was icy with low visibility, and the driver was
also intoxicated and there was heavy traffic? According to Figure 5-2, those sets
are also sufficient to cause an accident. With Mackie’s analysis, we simply cannot
find causes for this overdetermined event where multiple sufficient causes occur.

Another way to understand single cases is by imagining alternatives. If the
road had not been icy, would this crash still have happened? If the driver had not
been drinking, would things have turned out differently? Here a cause is
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something whose presence changed the course of events—if it had not hap-
pened, the outcome would have differed from what we know actually occurred.

This is precisely the counterfactual reasoning we looked at in Chapter 5.
Recall that counterfactual dependence means that if the cause had not happened,
the effect would not have either (and if the cause had happened, the effect would
have too). Counterfactual approaches are used primarily for explanation, and cap-
ture this idea of making a difference to how things happened.

Counterfactual statements are everywhere—if I hadn’t taken the medication
I wouldn’t have recovered, if I had gone to bed early instead of staying out late I
wouldn’t have a headache, if I hadn’t been rushing to cross the street I wouldn’t
have tripped and fallen. While there are many similarities between counterfac-
tual reasoning and how we explain why things happen (called causal attribution
in psychology),6 counterfactuals do not fully explain our reasoning process. There
are cases where the counterfactual approach says there’s no causality (but
humans disagree), and conversely cases where there’s counterfactual dependence
without humans believing there is causal dependence.

In one study that tested the link between these types of reasoning, partici-
pants read a story where a person is given a slow-acting poison but is run off the
road, leading to a fiery crash before the poison can take effect.7 According to the
story, the victim had a life of crime that led to these assassination attempts. Par-
ticipants then had to determine what caused the man’s death. This is a case
where there are two causes that each could have brought about death (poison and
the car accident), leading to no counterfactual dependence. Yet, study partici-
pants did not see these causes as being symmetric. In fact, they viewed the crash
as being more causally relevant and they gave different answers when asked to
make counterfactual or causal judgments, suggesting that these reasoning pro-
cesses are not the same. While participants did not judge the victim’s criminal
history as the cause of his death, they believed that it was the most important fac-
tor counterfactually. That is likely because they thought that going back and
changing this factor would have made the biggest difference to the outcome.8

But people can also disagree. Note that I mentioned which judgments were
most popular, but did not say that all participants gave the same answer. Indeed,
these were the most common causal or counterfactual judgments, but some
other participants came to different conclusions. We will look at how juries rea-
son later in this chapter, where a core question is how people assessing the same
set of facts can disagree about causality. We want to understand how people
think and the reason for discrepancies between the philosophical theories and
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human judgment, but it is not clear that we can expect consensus from philo-
sophical approaches if human judgment differs. As we saw in Chapters 2 and 3
as well, we are all biased in how we seek and evaluate evidence and people can be
biased in different ways.

While in some cases it may be acceptable to find that multiple factors all con-
tribute to an outcome, in other scenarios we need to assign relative responsibil-
ity. With a firing squad, maybe all shooters cause death and we do not need to
know which shooter was “really” responsible. In legal cases, on the other hand, a
settlement may be divided based on the relative contribution of each factor to a
plaintiff’s illness. For instance, say a person suffers hearing loss due to repeated
exposure to loud noise at their workplace and a traumatic brain injury. The com-
pensation this person is awarded will differ from that awarded to people whose
hearing loss is entirely due to occupational exposure and will be split between the
parties responsible for each cause. As a practical problem we cannot really know
that, say, 40% of the individual’s hearing loss was from the noise and 60% from
the brain injury.

Some proposals for handling the distribution when we cannot say for sure
that one factor was responsible are making compensation proportional to the
fraction of cases each exposure accounts for in a population, or the proportion of
incidence after the exposure relative to the incidence rates for all potential risk
factors.9 This still assumes that the general incidence rate translates directly to
the singular case—it’s not possible to determine that the proportions were differ-
ent for a particular person. As we’ll see shortly, we can make some progress with
methods that calculate single case probabilities, but these will require much
more in the way of background knowledge.

Being more specific about what exactly we are trying to explain can also
resolve cases of seeming overdetermination. In the examples so far, we’ve treated
all instances of, say, death as the same type of event. We didn’t distinguish
between death from a car accident at 2:00 p.m. and death by poisoning at
10:00 p.m. Given that death is a certain outcome if we wait long enough, though,
we are already taking into account that it would have happened anyway, but
something caused it to occur sooner rather than later.

One amendment to the counterfactual approach is to use not just whether
the outcome would have happened or not, but to see if it may have happened
differently. The victim in this case would have died in a different manner and at a
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different time than he would have had he not been run off the road and the
poison had become active.10 In this way, we can find causes for cases that may
otherwise seem overdetermined.

EXPLANATIONS CAN BE SUBJECTIVE

If we want to know why the victim in the earlier example died, we could be inter-
ested in why this particular man died rather than another criminal, why the car
accident was deadly, or why he died on that day rather than another.

That is, even if we solve the problem of overdetermination, we have to con-
sider that two people using the same approach could reach different determina-
tions about causality. Just as how our choices of what to measure and how to
describe it (e.g., weight versus BMI) can affect inference at the type level, these
choices can also affect explanations at the token level. Beyond the choice of vari-
ables, though, there’s an added complication here since we must also determine
what is present or absent.

You might say that whether someone was driving drunk or not is clearly
either true or false, and, just like for causal inference, we have data that tells us
whether it is true. But just as someone who goes to a loud concert once a year
would have a different risk of hearing loss than someone who’s in a rock band or
attends a concert once a week, there are degrees of intoxication. The difference
between how this affects explanation and inference is that with inference we
define a set of variables from the data (e.g., translating height and weight into
BMI) and find relationships among the variables we just defined.

In the token case, though, we are relating a scenario to type-level knowledge
we already possess. Maybe a prior study found that people who exercise a lot have
a low resting heart rate,11 and now we want to know if exercise explains Tracy’s
low resting heart rate. If we are lucky, the original study reports exactly how
many times and for how long one must exercise (e.g., 6 times a week for 30
minutes per session) for this to lead to a lower resting heart rate. But there will
still be judgment calls. Is this relationship only true after exercising for more
than 3 months? Is all exercise identical, or should yoga and swimming be treated
differently? Does it matter if Tracy exercises only when it’s warm out, and not at
all during winter? I mention this matching up of token-level observations to type-
level knowledge as the subjectivity involved in determining what happened is not
always obvious.12

While different people may ask different questions about an event and think
different factors are more salient (perhaps based on what they can control), this
does not change how each component actually contributed to the case. For exam-
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ple, many things factor into someone winning a Nobel Prize: hard work, luck,
early science education in school, and perhaps chocolate, as in the article we saw
earlier. If someone focuses on examining the link between Nobel Prizes and
chocolate, this only changes the questions they may ask, not the actual fact of
whether chocolate contributed more than luck did. When we attempt to automate
explanation, though, we need to reduce the need for subjective judgment and
determine which features are most important. To explain the ramifications of
repeated exposure to loud noises, an individual’s history will be important, so
perhaps we need data such as the number of concerts attended per week and
whether the person has occupational exposure to noise or lives near a construc-
tion site.

WHEN DID THE CAUSE HAPPEN?

We assume that if drunk driving is responsible for a car crash, the driver was
drunk at the time of the accident. With infections that have a long incubation
period, on the other hand, we assume the exposure to the virus happened in the
past. Getting the flu from someone you had lunch with a year ago is implausible,
but so is a case of flu starting a minute after lunch with an infected person.

The third complication in translating type-level causes to token-level explana-
tions is therefore timing. Even if the type-level information we have does not tell
us how long the cause takes to produce the effect, we cannot avoid thinking
about time, as it still affects what information is relevant to the token case. If we
don’t know anything at all about the timing of the causal relationship, then some
judgment is required when determining whether something is true. That is, if
we’re trying figure out whether an exposure to the flu caused a particular per-
son’s illness, when the exposure occurred is important for determining whether
it could have caused the illness at the time it happened.

Some causal inference methods give us a time lag or window, though, so we
can learn that contracting polio can eventually lead to post-polio syndrome over
15 years after recovery.13 This type of information removes some of the need for
judgment about timing, since we no longer have to debate whether symptoms
can be due to post-polio syndrome if they are present only a few months after
recovery. If the person had polio within the known time window, then it is true
for the token case we are trying to explain, and two people using the same data
should draw the same conclusion about whether polio is a potential explanation
for a patient’s symptoms.

As usual, this is not the end of the story. Say we find that a medication
relieves headaches in 30 to 60 minutes. Charlie gets a headache, takes the

EXPLANATION | 161



medication, and feels better 62 minutes later. Did the medication contribute to
his headache going away? While 62 minutes is outside the 30- to 60-minute time
window we know about, it seems overly strict to say that the medication could not
have resolved the headache because the timings are not a perfect match. This is
because our knowledge of how medications for headaches work and experience
taking them makes it implausible that there would be only a 30-minute window
where the medication can take effect, going immediately from inactive at 29
minutes to active at 30. The time window may be the main time period when a
cause is active, so it doesn’t necessarily mean that the effect can’t happen outside
of it, just that this is less likely. On the other hand, Dengue fever can start sud-
denly, and using historical data on infections we can find the minimum and
maximum incubation periods that have ever been observed. In that case, we
would be much more certain that an infection cannot be caused by an exposure
that differs from that timing.

While Charlie’s case does not fit exactly with our prior knowledge, it is close
enough that we want our methods for evaluating explanations to be flexible
enough to find that the medication got rid of his headache. At the same time, we
need to be able to handle cases where the timings are less flexible. Thus when we
find type-level relationships, we need to be able to express whether the windows
represent the only times when the effect can possibly occur, or whether they are
simply the times when the effect is most likely to occur. Leaving some flexibility
here also captures that the known timings are relative to some prior data or
knowledge. If they were inferred from a small dataset, perhaps an unusually
short incubation period for a virus was not observed, or the measurements were
so far apart that the first follow-up was two days later, so we can never know if
illness can start on day one due to the granularity of the data.

Further, it may not make sense to adhere strictly to some known time win-
dow, when our knowledge of when things occurred at the token level may be
wrong. If I say that something happened a week ago, it is probably just as likely
that I mean a time 6 days ago as 7 or 8 days. Similarly, “a year ago” almost defi-
nitely does not mean “exactly 365 days ago.” So, even if I know that one thing
causes another in a year, being strict about the time window ignores the inherent
uncertainty in the data.14
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Explanation with uncertainty

One solution to these problems is to loosen the link between type and token.
Since we know that what we observe and what we already know may not match
perfectly for many reasons, we can incorporate this uncertainty into the explana-
tion process. A headache being relieved in 29 minutes is more plausibly
explained by the medication than one being relieved 290 minutes after taking it.
Similarly, we may be a bit uncertain about what actually happened and can use
this uncertainty to make more accurate explanations. Maybe we don’t know for
sure that Charlie took acetaminophen but we see an open package of medication
next to a glass of water, so we use the indirect information we have to estimate
how likely it is that he took the medication. We won’t get into all of the details
here, but the basis of this method is directly representing the uncertainty in both
our prior knowledge and what we know about a token case.15

Mackie’s INUS approach assumes that we know enough about how things
work that we can define deterministic causal complexes, such that the effect
always happens when a set of factors is present. But as we have seen, many rela-
tionships are probabilistic (whether due to actual indeterminism or just our
incomplete knowledge of the world). While a cause that has a very low probability
of leading to an effect can still be a cause in the token case, the probabilities or
causal strengths that we calculate give us some information about how likely this
is. We can then use these weights to say something about the support for differ-
ent explanations.16

Let’s look at an example of how this works. Say we want to find out why
Irene couldn’t sleep last night. We have a measure of causal significance (as dis-
cussed in Chapter 6), and find that consuming 4 ounces of espresso has a signifi-
cance of 0.9 for insomnia if someone tries to go to sleep within the next 4 hours.
If we know that Irene tried to go to bed 3 hours after she went to a coffee shop
and drank all that espresso, then the significance of her espresso consumption
for that episode of insomnia would be 0.9. Now, if it turned out instead that she
stayed up watching TV for a while and the insomnia was actually 6 hours later,
the significance of the espresso should be somewhat less than 0.9, since it’s out-
side the usual time range. Figure 8-1 shows this sequence of events and the
known time window for causality (in gray). Six hours is outside the known win-
dow represented by the gray rectangle, so it seems impossible that Irene’s insom-
nia could be caused by the earlier espresso drinking at that time.
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Figure 8-1. Espresso here causes insomnia within 4 hours after consumption.

Intuitively, though, we would not think that insomnia has the same probabil-
ity throughout the 0–4 hour time window after espresso and that after 4 hours
the probability plummets to zero. Instead, it is probably something more like
what’s shown in Figure 8-2, where the probability declines slowly after the fourth
hour. When weighting the significance of a cause at different times before an
effect (or explaining effects at different times after a particular instance of a
cause), we should combine this probability with the significance score. This
means that a stronger cause that’s a bit outside the known timing can still be
more significant than a weaker one where the type and token timings match. For
example, if Irene’s room is slightly too warm while she is trying to sleep, that
may raise the chances of her not sleeping well, but we can still find that drinking
espresso 4 1/2 hours earlier was the culprit.

Figure 8-2. Probability of insomnia over time. The x-axis shows hours after consumption of
espresso.

The basic idea of this approach is weighting the type-level significance score
based on our token-level information. We can find that for a specific instance, the
significance of a factor is less than its type-level significance because of a differ-
ence in timing or uncertainty about the occurrence of the events. Based either on
a known mechanism (e.g., how a drug works) or prior data (simply calculating
the probability of the effect over time), we can create a function that tells us how
to map the observation to a probability of the cause still being active. Figure 8-3
shows a few example functions. In Figure 8-3a there are only two possible values
of the probability: zero or one. This means that the time window is the only
period during which the cause can lead to the effect, and times outside of it
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should have no significance. On the other hand, in Figure 8-3c the chance of the
cause leading to the effect outside the window drops off much more slowly.
Instead of subjectively determining whether a case fits the type-level knowledge,
this enables a more structured way of combining type and token.

Figure 8-3. Different possible functions weighting observed versus known timings. Solid lines show
the times when a cause is most likely to produce its effect, and the dashed lines how the probabil-
ity changes before and after that.

Now, what if we don’t know for sure that Irene had espresso? We may know
that she met a friend at the coffee shop, and that while she usually consumes a
lot of espresso, sometimes she drinks decaffeinated tea. Without direct knowl-
edge of whether the cause happened or not, we can use other information to cal-
culate the probability of it occurring and again weight the type-level information.
So if the cause is certain to have happened, its significance is exactly the same at
the token level as at the type level. On the other hand, if a token cause is some-
what unlikely given the observations we do have, its significance will be reduced
accordingly.

We have a set of known causes and a sequence of events we observe, and we
combine these to determine the significance of various hypotheses.17 That is, the
result of all of this won’t be a binary “this caused (or did not cause) that,” but a
ranking of potential causes, as shown in Figure 8-4. We will have a number of
possible causal explanations for an effect and a measurement of the significance
of each that combines type-level causal significance, how closely the timings
match, and how likely each cause is to have occurred at those times. Unlike with
other approaches, we need not have full knowledge of which variables are true or
false and the token-level timings can differ from the type-level ones, enabling bet-
ter handling of cases like causal chains and overdetermination.

EXPLANATION | 165



Figure 8-4. Example of explaining insomnia by combining type-level relationships with token-
level information, yielding a ranking of causes.

Separating type and token

Say we find a set of factors that lead to scoring in basketball. One Saturday after-
noon as a player shoots the ball, all factors are present, but at the last minute the
shot is prevented by an earthquake. Thus, even though the factors that should
lead to a basket being made were present, it didn’t happen. These factors did not
cause the basket (since that didn’t happen), but aside from the earthquake the
other factors also didn’t cause the shot not to be made.

Notice that until now we have mostly focused on explaining why things that
actually occurred, did. In the psychological literature we looked at in Chapter 2,
one curious thing we discussed is that people can be blamed for things that
didn’t happen. Someone can be guilty of attempted murder, and a person who
attempts to cheat on an exam is still blameworthy even if he fails. If someone
does not water your plant and the plant still survives, how can we explain the sur-
vival? What we want to capture is that the plant should have died, but did not.
The lack of water preceded but did not cause the survival.

The chances of the plant’s survival decreased after the first day it was not
watered, and continued to plummet as time went on. Intuitively, then, when
something occurs even though there was an event that made it less likely to have
happened, it occurred despite rather than as a result of the event. Similarly, if an
event didn’t happen even though something made it more likely, it too failed to
occur despite the earlier event. For example, despite excellent medical care, a
patient may still die.

Yet not everything that changes the probability of an outcome actually con-
tributes to it occurring when it does. In some cases, an event may raise the

166 | WHY



chance of an effect without causing it. For example, say Adam and Betty both
have the flu. They have lunch with Claire a week apart, and Claire develops the
flu just a day after the second lunch. The chances of Claire getting the flu
increased after her lunch with Adam, but then decreased as the incubation
period went on. They were raised again after lunch with Betty and remained high
until she actually got the flu. This is shown in Figure 8-5. Even though there are
two instances here of a type-level cause (exposure to someone with the flu), we
see that this isn’t a case of overdetermination; instead, only one exposure was a
cause. In the previous section, we handled this type of case by using type-level
timing. This approach differs since we are instead examining how the probability
at the token level changes over time. This will also let us handle cases where the
token-level probability differs from the usual type-level one.

Figure 8-5. Probability of flu over time. It increases after the first lunch and decreases before the
second. After the second exposure, the probability increases until the flu actually happens.

We know that vaccines generally prevent death but cause it in some rare
cases, and that a particular plant can die after being watered with coffee without
any other plant ever having died in that way, and we can still assign some blame
to an attempted murderer even if the potential victim survives. The key limitation
of everything we have looked at so far is that by relying on general information to
explain specific cases, we assume that the significance at the type level is the
same as the significance at the token level.

This approach of looking at how the probability of an event changes after a
cause and how it changes over time was developed by the philosopher Ellery
Eells.18 There’s more to it than what we will get into here, but the key features are
that the single-case probabilities are treated differently than the general ones, and
the approach uses how the probability of the actual event changes over time.
Using the probabilities from the single case we are trying to explain means we
can distinguish between what usually happens and what actually happened. So a
cause that generally prevents an effect can still be found to have brought it about.

Critically, this means that we can update our analysis to be consistent with
what we observe. In one of Eells’s examples, mischievous squirrels generally
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kicked golf balls away from their targets, but in one particular case, a squirrel
actually aided a golfer by aiming the ball right toward the hole. With methods
that draw on type-level probabilities, even if we actually see the ball’s trajectory
making the shot more and more likely, and see how its route changed after being
kicked, we cannot update the prior type-level knowledge we have to accommodate
this, leading to a disconnect and a counterintuitive result.

When the probability changes after an event happens, becomes high, and
stays raised until the effect happens, then the effect is said to be because of the
cause. Conversely, if the probability of the effect drops after the event, then the
effect occurred despite the cause.19 The difficulties with this approach are primar-
ily practical, since it will be difficult to know, for example, the probability of a golf
ball going into a hole at every point along its trajectory.

Automating explanation

How can we ever test a counterfactual? How can we know in what way a proba-
bility changed over time? One of the limitations of otherwise promising philo-
sophical theories is that theories which truly capture the difference between type
and token require us to have a sometimes unrealistic amount of information
about a situation. It would be nice to know that at some time the probability of
the golf ball going in the hole was 0.5 and that this increased to 0.7 after it was
kicked, but when would we have such information?

One way we can get around this is if we have a model of the system we’re
interested in. With some simple physics and assumptions about wind and the
likelihood of other intervening factors, we can predict the physical trajectory of
the golf ball before and after it has been kicked. Since outcomes are often not
deterministic, we can run the simulation many times for each position of the
ball, and calculate how often the ball will end up in the hole from that point.
When the ball is further away, there’s a higher chance that wind or some unlikely
event can change its path, while as it gets closer, there would have to be a much
bigger change to move it away from the hole. With a counterfactual approach we
can simulate other possible worlds and develop quantitative measures for how
similar one world is to another and how likely the effect would be without the
cause occurring.

In medical cases, we generally do not have enough information to faithfully
simulate any possible disease course. However, what we can do is use time series
data from other patients. For example, say we want to know whether a patient’s
survival from pneumonia two weeks after diagnosis was caused by being given
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antibiotics (that is, we aim to determine whether the antibiotics can explain the
patient’s survival). Then, before the start of the antibiotics, we take everything we
know about the patient, find patients with similar histories, and calculate how
often they survived until two weeks later. Then we can see how the probability of
survival changed after the antibiotics, now using only the patients from the initial
group who received that treatment. As time goes on, we constrain the set of
patients used for comparison in the same way we constrained the trajectories of
the golf ball (once it reaches a certain location, we use only trajectories starting
from that location).

While finding type-level causes from data has been a major area of research
in computer science, methods to automate the process of explanation have
received much less attention.20 The problem has been less amenable to automa-
ted solutions than causal inference, in part due to the difficulty of translating
approaches such as counterfactuals into instructions a computer can execute. To
create a program that can take in some information about a situation and tell us
what the cause of an outcome was, we need to be able to encode the process of
explanation as a sequence of steps that do not require judgment or opinion to be
followed. The second key challenge is how to evaluate these systems. To know if
an algorithm is working, we need to compare its output to the right answers. Yet
for token causality, it is not always clear what the right answer is. This is particu-
larly challenging if we want to evaluate a method for identifying the contribu-
tions various factors made to an outcome, such as determining the relative
responsibility of two individual risk factors for a person’s disease.

Causality in the law

This book began with the example of how a faulty use of probability and failure to
understand causality led to the wrongful conviction of Sally Clark. But beyond
shoddy statistics, how is it that appeals courts can come to different decisions and
that jurors can hear the same evidence and deliberate for weeks without reaching
a unanimous decision?

Understanding causality in the law,21 and particularly how juries come to
their decisions, can help us better evaluate evidence in other contexts. This is a
case where humans manage to deal with large amounts of potentially complex
and conflicting information, where there’s not just one cause and one effect but a
whole history, and where information is tightly linked (one false statement by a
witness may lead to that witness’s other testimony being given less weight).
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While some philosophical theories simply say that certain cases cannot be
handled, such as when an event is overdetermined, that is not an acceptable con-
clusion in the law, where settlements must still be awarded. As we saw, when a
person has been exposed to both asbestos and cigarette smoke, we cannot simply
abstain from determining in what proportion each risk factor contributed to that
person’s lung disease. If a person is awarded compensation, there has to be some
way of splitting the blame between the various parties.

What makes this particularly interesting is that, unlike in medicine or his-
tory, where experts use skills honed through much training and experience to
explain a patient’s unusual symptoms or find why a political movement began
when it did, jurors are not experts in the law or the particulars of the cases they
hear. They may have to evaluate environmental and medical evidence to deter-
mine whether a cluster of cancer cases is unusual, or if DNA evidence uniquely
identifies a suspect—even though they are not oncologists or geneticists. Thus,
their reasoning is much more similar to what we do every day, where for practi-
cal purposes we need to find explanations without necessarily having deep
knowledge of the domain.

BUT-FOR CAUSES

Say a driver fails to use his brakes in time and then hits another car. Unbe-
knownst to the driver, the car’s brakes don’t actually work, so even if he had tried
to use them, he wouldn’t have been able to stop. This is a commonly used exam-
ple that comes from a real lawsuit where a car rental company did not properly
maintain and check a car’s brakes.22

This case is so often used because one of the core methods for determining
causality in legal situations is based on counterfactual reasoning. Here we ask
“but for” someone’s action (or lack of action), would the effect have occurred? But
for the electrician’s creating a massive surge in power, for example, my hard
drive would not have been damaged. This reasoning, also called “causation in
fact,” is precisely the same as the counterfactuals we have already examined. It
assumes that a cause was the difference maker without which the effect would
not be possible. However, but-for reasoning is susceptible to all of the problems
we saw with counterfactuals. For legal cases, the primary impediment is that it
cannot handle overdetermination. If the electrician fiddled with the power in the
middle of the day, but my surge protector was also faulty and could have led to a
hard drive failure even without the electrician’s intervention, it may be that the
outcome would have happened as a result of either cause so neither passes the
but-for test.
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Going back to the car accident, this was overdetermined by two absences
(failure to brake, and failure to ensure reliable brakes), either of which would
have ensured the occurrence of an accident. While the brakes were faulty, they
did not have an opportunity to cause the accident, as there was no attempt to use
them. Even though it ultimately would not have mattered if the brakes were used,
the driver in this case was held responsible because they did not know the brakes
were faulty and thus failed to appropriately use a safeguard.23

In overdetermined cases, two or more factors both could claim responsibility
for an effect and one cannot be definitively ruled a cause. On the other hand, in
cases of preemption, there are two factors that could be responsible for the effect,
but only one is in fact responsible, such as a nurse taking a patient with a fatal
disease off life support before the disease kills him.

In a survey of 30 students in their first semester of law school that asked who
was at fault in the car accident with the faulty brakes, the most popular response
(43%) was that the state of the brakes and the driver were jointly responsible for
the accident, with 33% of respondents faulting the driver, and 23% the brakes.24

Some instructions to juries explicitly address this either by stating in such over-
determined cases that both factors can be considered causes, or that jurors
should consider the effect more finely, as in Lewis’s revised approach. If two
arsonists started two separate fires that engulfed a house more quickly than
either alone would have, the outcome could be not simply the destruction, but
destruction in 30 rather than 90 minutes, which perhaps prevented the fire from
being extinguished.25

The standard counterfactual approach fails here, as it would find neither
cause responsible (since there’s always a backup), yet intuitively both would seem
to bear some responsibility. One of the weaknesses of this approach is that it con-
siders causes individually rather than as part of a context leading to the outcome.
As a result, Richard Wright (1985) introduced a framework called NESS that is
similar to Mackie’s INUS conditions.26 The idea is that something is a cause if
it’s a necessary (N) element (E) of a sufficient (S) set (S) of conditions. Just like
INUS conditions or causal complexes, this means that when the whole set is
present, the effect will happen, and the cause is just one of the components
needed. On the other hand, if a component is missing from the set, the effect
won’t occur. In the car accident case, the brakes not working are part of one set
of sufficient conditions, and failure to brake is part of another. Both are then
NESS conditions and would seem culpable according to this framework.
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Yet, finding the right answer here also requires something that goes beyond
causal reasoning. When we say that a driver should have behaved in a particular
way given that individual’s state of knowledge at the time—even if it would not
have changed the outcome—we are faulting the driver for not acting in accord-
ance with the rules of the road. This goes back to the work on blame that we dis-
cussed in Chapter 2, where people seemed to consider whether someone was
violating a behavioral norm.

PROXIMATE CAUSES

Say someone shooes away a pigeon, which then flies off and startles a pedestrian
who is crossing the street. The pedestrian pauses due to the bird, leading a cyclist
coming toward him to swerve out of the way at the last second. The cyclist
swerves into the path of a taxi, which knocks over a fire hydrant, which creates a
flood in a nearby building’s basement and damages its power supply. While
shooing the pigeon started the chain, and can be argued to have caused the set of
events that followed, it would be difficult to find anyone who thinks that the per-
son shooing the pigeon should be held responsible for the chain of events that
ensued—even if they agree that that person caused it. Thus, an accident where
no one is to blame can still have a cause.

In addition to the idea of but-for causes and NESS tests, we need to capture
the distance between cause and effect to account for intermediate events that
could have intervened and changed the outcome. A proximate cause is one that is
directly linked to the effect. Proximate causality in the law also has an aspect of
foreseeability, in that one should be able to predict that the effect could result
from the cause. This is not the case in the pigeon scenario, so it is possible for
the shooing to be a but-for cause without being a proximate cause.

The key point is that proximate causes are where we distinguish between
causality and responsibility.27 Restricting liability to proximate causes prevents
remote events that may set off a chain of causes from being held responsible for
an otherwise unforeseeable occurrence. Remember that transitivity was a key
weakness for approaches such as the counterfactual one. In addition to finding
remote causes, we can find that something preventing an effect actually causes it
by enabling it to happen in a different way. Maybe a slow taxi driver made you
miss a dinner where everyone got food poisoning, but as a result of missing din-
ner you cooked at home and accidentally gave yourself food poisoning. Being
home to cook depends on the taxi driver being slow, and your poisoning depends
on your cooking.
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A more practical scenario is a crime where a victim is seriously injured, but
is given highly negligent medical treatment and later dies as a result. Even
though the crime caused the need for medical treatment, in extreme cases where
the doctors acted in serious conflict with normal procedures and the care was
“palpably wrong,” the treatment has been said to have caused the death.

In one such unusual case in the United Kingdom in 1956, a murder convic-
tion and death sentence were successfully overthrown because a stabbing vic-
tim’s death was due not to the stabbing, but to his medical treatment.28 The
victim’s condition had improved and was stabilized after the stabbing, and he
was given an antibiotic to prevent infection. While the antibiotic was stopped
after he had an allergic reaction, a second doctor restarted the medication—
despite the prior allergic reaction. An autopsy then found that the cause of death
was the victim being given medication he was allergic to as well as excess intrave-
nous fluids, which led to fluid in the lungs. Thus, the treatment was considered
to have broken the chain of causation from the injury to the death.29

On the other hand, a proximate cause does not have to occur immediately
before the outcome, as long as it can be clearly linked to its occurrence. An
autopsy after the death of President Ronald Reagan’s press secretary, James
Brady, found that the death was a homicide, as it resulted from his being shot
more than three decades earlier. This is a case of what’s called delayed homicide,
where a victim dies due to their injuries after a time delay.30 The more than 30-
year gap in this case makes the proximate cause temporally remote, but because
there was evidence of how the gunshot wound led to the actual manner of death,
the medical examiner ruled it a homicide.

JURIES

When we want to explain events in daily life, we can seek new information that
may support or disprove our hypotheses. You can ask as many experts as you
want about whether, say, a neighbor’s garish decorations could have lowered
your property’s price. You can examine the qualifications of each of the experts,
read studies about housing prices, conduct experiments, and so on. The mem-
bers of a jury, on the other hand, are presented with a set of facts from sources
they cannot control. In some cases, jurors may be able to submit questions for
witnesses,31 but for the most part they can only assess and assemble evidence,
rather than directly obtain it.

With all of this complex information that may not be presented in chronolog-
ical order, how can jurors combine the evidence to figure out what happened?

EXPLANATION | 173



Rather than adding each new fact to some disconnected pool of evidence to
be evaluated all at once at the end, or keeping a running tally of guilt or inno-
cence by summing the evidence at each timepoint,32 the dominant view is that
jurors organize information into a story during the trial. The story model, intro-
duced by Nancy Pennington and Reid Hastie (1986), says that jurors assemble
evidence into a narrative of what happened, by combining the presented evidence
(and their evaluation of it) with their own prior knowledge and experience. Since
jurors can come to different conclusions, it may be that this is explained by their
constructing different stories, as Reid and Hastie found in one experiment.33

Which stories are plausible to a juror depends partly on experience and
partly on how much of the evidence the story explains. Three key contributors to
a juror’s confidence in a story are its coverage, coherence, and uniqueness. If a
person has a solid alibi, then stories where this person was essential to a crime
will be problematic, as they cannot account for this exculpatory evidence. This is
the coverage of a story. Similarly, a story has to fit together in a coherent way. If a
juror finds it implausible that an investigator would tamper with evidence, or if
this tampering conflicts with the rest of the story where the investigator has no
motive to interfere, then stories with these features are not coherent. In some
cases there may be multiple possible stories that are consistent with the evidence.
If many stories are coherent, then jurors will not be certain about which explana-
tion is most likely. On the other hand, if there is a unique coherent story with
high coverage, than it is likely to be adopted as an explanation.

Yet this does not mean the same story will be constructed and accepted by all
jurors. What is plausible to one juror may not be plausible to another. If I have
direct experience with students cheating on a homework assignment with low
stakes while maintaining their innocence, I may be much more likely to con-
struct a story where a student lied about cheating, even if it conflicts with the stu-
dent’s testimony. On the other hand, someone with no such experience may find
it implausible that a student would cheat on a homework assignment that counts
for very little of her grade, and may weight the student’s statements as more
important in constructing their narrative.34

One of the challenging features of a trial is that evidence is presented over
time and will not necessarily be presented in chronological order.35 Thus a juror
may start by constructing a story where a student did not cheat and her home-
work was copied by others without her knowledge. As new witnesses attest to
seeing her involvement in the cheating, though, this new information has to be
integrated with the story. This is further complicated by the fact that many pieces
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of evidence are not independent. If we believe the witnesses, and thus discount
the student’s evidence that she was not involved in cheating, then her other testi-
mony may be less credible as well.36

Much of the experimental evidence for how juries think comes from exten-
sive studies of mock juries.37 But these simulations may not capture some of the
important features of a real trial, where juries can be overwhelmed with informa-
tion over a long period of time and may behave differently in high-stakes situa-
tions (such as when being tasked with determining whether a real person is
eligible for the death penalty versus knowing that their decisions have no conse-
quences). Similarly, the jury selection process itself may lead to a different pool
of jurors in actual cases than in the mock trials.

However, real jury deliberations are generally private.38 One exception is the
Arizona Filming Project, which recorded entire trials, including jury delibera-
tions, on video and then analyzed them.39 The researchers found that in the 50
civil cases studied, the jurors did in fact construct stories about the evidence,
sometimes creating a story together through discussion and in other cases ques-
tioning one another’s stories as they evaluated the evidence.40

The following is a partial transcript from one discussion during a trial,
before all evidence was presented:41

Juror 1: He [plaintiff] said he sped up when he saw the yellow light and

then it was red. I didn’t get that straight—was it a yellow or a red light [the

plaintiff] saw [the defendant] going through?

Juror 7: It was red and he had to go because he was stuck in the middle.

Juror 1: But another time he [plaintiff] said he saw the other person see

the light changing so he [defendant] sped up, or maybe that is what the

[other witness] told him. There was no left turn arrow.

Juror 7: ’Cause if you see someone speeding up, what do you do? I sit

there.

Juror 1: Yeah.

Juror 6: That’s why we have to wait for the judge to talk...what are the laws

in this state?

Juror 1: Yeah, you are not supposed to be in the intersection...
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Juror 6: Well, there was no turn signal, right? No arrow? What was he

doing in the intersection?

Juror 7: We need witnesses to tell us if he ran the light.

Here the jurors attempt to understand the order of events in a car accident.
There’s confusion about whether the light was red or yellow, and Juror 7 clarifies
with both a fact (the light was red) and an explanation (the defendant had to keep
going due to his position in the intersection). The jurors question the credibility
of the plaintiff’s testimony, as it appeared to change; question whether it was his
direct observation or secondhand; and then integrate the stories with their own
life experiences. Finally, they discuss what evidence they need to make sense of
this (witness testimony).

While this is not that different from how we explain events in daily life, what
is different is the level of scrutiny given to each piece of evidence and their inte-
gration. When people develop theories about conspiracies, on the other hand,
they often actively ignore conflicting information and both seek evidence that
confirms their theories attempt to fit evidence into those theories. The process of
a trial provides a framework for how to go about explaining events: seek both
exculpatory and incriminating evidence for a cause, rigorously interrogate the
presented facts to determine what actually happened, and determine whether
there are one or many plausible explanations.
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Action
How do we get from causes to decisions?

In 2008, New York City passed a law requiring chain restaurants with more than
15 locations to prominently post calorie counts on their menus. The rationale
behind the law is that consuming high-calorie foods leads to obesity and other
health consequences, but unlike the manufacturers of packaged foods, restau-
rants rarely provide nutritional information. If people knew how many calories
they’re consuming, then they would be able to change their behavior. However,
studies in New York and other cities since a similar policy became nationwide
have found little evidence that the laws have had this effect.1

Why is that? Menu labeling policies assume that people will notice the infor-
mation, that they are underestimating calorie counts, that they know how to
interpret and use calorie information, and that the policy will have the same
effect at all types of chain restaurants. Not only was there not a dramatic drop in
how many calories people purchased, but in some cases they purchased even
more calories on average than before.2 This can happen if people are overestimat-
ing calories, which they may be prone to do when dieting or evaluating unhealthy
foods.3 Then the true information may come as a pleasant surprise and result in
ordering higher-calorie foods.

Consumption may also increase, or at least not decrease, if people do not
know how to use the numbers. For calorie counts to change behavior, we must
assume that consumers can put the information in context and understand what
each number represents. If no one knows what their calorie range for a particular
meal should be, the information provided is not meaningful. Supplementing cal-
orie labels with flyers providing recommended daily intake ranges showed no
statistically significant effects on how many calories people ordered,4 but it may
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be that providing the information at the point of sale is too late as people have
already made ordering decisions. This information may also influence behavior
by causing people to choose different restaurants for future purchases. On the
other hand, studies that used a stoplight system (where healthy foods have a
green icon, and the least healthy options are coded in red) have found more evi-
dence of behavior change.5

One of the few studies that showed any effect at all from calorie counts on
menu labels found a small decrease in calories ordered, due almost entirely to
food purchases, at Starbucks.6 This 6% reduction (from 247 to 232 calories on
average per transaction) mostly came from fewer food items being purchased,
rather than lower-calorie items being substituted. However, food may be a secon-
dary thought for customers at a coffee chain. Whether a 6% reduction is mean-
ingful also depends on whether consumers compensate for the missed calories at
other meals.

Any study that shows an effect, then, may not translate to different types of
restaurants, which serve different types of food and have different customers
with different expectations. Even if we find that there is a difference in people’s
purchases, we still can’t immediately attribute this to the information provided.
Instead it may be that restaurants changed their menus, reducing the calories in
some foods or removing items altogether before having to post the calorie
counts.7 While in one sense this may mean the law succeeded by leading to
healthier options being offered, it means that the impact of the posted counts on
consumer behavior may be overstated.

How can we go from causes to decisions? Just knowing that running
improves cardiovascular health doesn’t necessarily give you enough information
to decide whether to take up running, and knowing that sodium can lead to
hypertension in some people is insufficient for determining whether a
population-wide policy governing sodium in food should be implemented. In an
ideal world, we would make decisions about what to do on the basis of conclusive
and carefully conducted experiments. In reality, we need to take action with
incomplete and imperfect information. In some cases we cannot experiment, and
in others we may not have the time or resources to wait until definitive results
are in.

But not all information is created equal. In this chapter we tie together the
theories we’ve discussed into a set of considerations for evaluating causal claims.
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We will look at what kind of information we need to support a claim of causality
and what is good evidence that these features are present. That is, even if an
essential feature of causality is that a cause raises the probability of an effect,
there are different ways of demonstrating this that may lead to different conclu-
sions. While finding causes is the first step, we need more information before we
can successfully develop policies for populations and individuals. When we
decide to take action, whether by changing restaurant signs to improve health or
choosing a medication to relieve a headache, we are not just determining
whether to do one particular thing, but are choosing between multiple ways of
bringing about an effect. A cause that may be effective in one place may fail com-
pletely in another or may lead to side effects (both positive and negative), so we
discuss how to predict the effects of interventions and make better choices. Fur-
ther, not all causes are equally amenable to intervention, and our interventions
do not only make a cause happen without changing anything else. Instead we’ll
look at why we need to think about which cause to use to bring about an effect
(e.g., calorie posting or mandates on calorie counts in food), as well as how to
make it happen (e.g., incentives for posting calories or fines for not) and what
else may change as a result (e.g., restaurant menus being altered, more low-
calorie sweeteners being consumed).

Evaluating causal claims

There is no definitive test for causality that will work in all cases, but as a practi-
cal matter we still need to make and evaluate causal claims. Does the television
show 16 and Pregnant on MTV really reduce teen pregnancy rates in areas where
it is shown, as has been claimed?8 No one was randomized to watching the show,
and for the most part we don’t even know whether particular individuals saw it.
While in theory we could randomly assign teens to watch different television
shows, in practice teen pregnancy is infrequent enough that it would be impracti-
cal to do this for a large enough sample to see an effect.

We’ve discussed how randomized trials can be successfully used to find
causes, but in many cases we cannot conduct such trials and need to evaluate
other evidence to determine the likelihood of a relationship being causal. Fur-
ther, there is a difference between what we can learn from the ideal, perfectly
conducted, randomized trial, and what we can learn from any given actual trial,
which could be unblinded, be conducted on a small sample, and have many par-
ticipants drop out before it concludes.
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It is also not true that every RCT is better than every observational study for
every purpose.9 For an individual deciding between various medical treatments, a
large, long-term observational study of people with exactly her characteristics
may provide better evidence than a small randomized trial of men who do not
have her comorbidities and have not already failed to see results after a few other
treatments as she has. This is precisely the problem of external validity we dis-
cussed in Chapter 7. If the RCT does not apply to the circumstances where we
will be intervening, then it is not the best evidence for that purpose. Even when
the context is the same, what’s possible with an observational study (which may
reuse existing data, such as from electronic health records) will be different from
what can be done in an RCT. If we want to know how decades of consistent exer-
cise affect the aging process for the purpose of making public policies today, then
observational studies with 50 years of data on tens of thousands of people may be
better than a 2-year RCT with only a hundred participants. While RCTs are often
held as the gold standard of evidence for causal claims, we can still learn about
causes without experimental studies, and thus need to know how to evaluate
nonexperimental evidence.10

In the 1960s, Bradford Hill developed a set of considerations for evaluating
causal claims.11 These viewpoints have been sometimes misunderstood as a set of
criteria or a checklist for causality. While each facet is not necessary (there can be
a causal relationship without each feature being true) and the whole set is insuffi-
cient (all features may be present even in cases of spurious causality), it provides
a set of things to consider when we can’t experiment and ties together many of
the theories we’ve examined.12

The set of considerations can be roughly divided into those that provide an
indication that the cause makes a difference to the effect (strength, consistency,
biological gradient) and those that provide evidence of a mechanism by which
this could occur (specificity, temporality, plausibility, coherence, experiment,
analogy). While the preceding list doesn’t exactly correspond to the order in
which Hill introduced the considerations, I keep his order below for easy cross-
referencing with articles about them.13 We’ll look at each of the considerations
along with some further questions to consider when evaluating them.
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STRENGTH

If posting calorie counts on menus reduces the calorie content of people’s restau-
rant orders, then there should be a substantial difference between calories
ordered in places where the calories are posted compared to where they are not.
Similarly, if the teen birth rate in places where television shows about teen preg-
nancy are shown is only slightly lower than that in places where they are not, this
makes it less convincing that the shows are actually changing the pregnancy rate.
On the other hand, if both calorie consumption and pregnancy rate decrease sig-
nificantly in both cases, that is more compelling evidence of causal links. This is
closely related to probabilistic approaches to causality (discussed in Chapter 5),
which consider how much more likely the effect is after the cause, and the meas-
ures of causal strength from Chapter 6. Strength can mean making an event
much more likely (calorie posting substantially increasing the chance of ordering
lower-calorie items) or having a large effect size (calorie posting leading to a 50%
reduction in calories ordered).

However, the absence of a strong association does not mean the absence of a
causal relationship. It may be that the cause is weak, such as with secondhand
smoke leading to lung cancer in a much smaller percentage of people than does
smoking. One case that is weak yet deterministic is a diet program that leads to
weight loss in everyone who follows it, but they all lose only a small percentage of
their body weight. There could also be subgroups that have not yet been identi-
fied, such as calorie posting only being effective for people who are already count-
ing calories. If we analyze the data for everyone together, the association may
seem insignificant.

Similarly, we have discussed many strong correlations that can arise without
a corresponding causal relationship. One example is Down syndrome and birth
order. Birth order gives some clues about maternal age (on average, women giv-
ing birth to their fourth child are older than those giving birth to their first), and
thus has a strong association with Down syndrome, but does not actually cause
it.14 Whether the strength of a correlation is compelling evidence of causality
depends on whether these possible common causes have been accounted for and
whether they could explain the connection between the effects.15

When we see a strong correlation, some questions we should ask include: Is
the relationship asymmetrical (why do we believe one thing is the cause and the
other the effect)? Could the correlation be explained by a shared cause of the two
variables? Might it be due to methodological problems (restricted range, selection
bias, error)? Are there other factors strongly correlated with the effect that we are
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ignoring? With time series data, can the relationship be explained by both vari-
ables being nonstationary (so perhaps they both have a similar upward trend over
time)?

CONSISTENCY (REPEATABILITY)

If posting calories really does lower calorie consumption, this finding should be
repeatable by multiple researchers using various methods and should be true at
multiple restaurants. While this is not the same as the regularities of Hume and
Mackie’s theories, the idea is similar in that a true causal relationship should be
observable not just at one instance but across many tests. As we discussed in
Chapter 7, findings may not be replicable for many reasons. But learning that
posting calorie counts did not lead to fewer calories being ordered in many cities
with different populations, studied by different researchers using different meth-
ods, makes it more likely that this finding is not a fluke. The variations intro-
duced in repeating the experiment naturally lead to stronger conclusions about
the robustness of the relationship. Contrast this with finding that calorie counts
led to a reduction in calories ordered at coffee shops in one particular city.

Inconsistent results can also be used to dispel seemingly strong causal find-
ings. An analysis of many articles about which foods seem to increase or
decrease cancer risk found evidence both for and against almost every food tes-
ted.16 While one could selectively pick from the cited studies to strongly support
whatever one happens to believe, examining the full set shows that it’s not so
conclusive. Similarly, a false positive that is due to testing many hypotheses at
once (so just by chance one seems significant) will not be repeatable.

When a finding is inconsistent, what conclusions can we draw? It may be
that the key features needed for the cause to be effective were present in one
place but not in another. For example, many mosquito bites do not necessarily
lead to malaria, since transmission only occurs if the mosquitoes are infected. If
we do not know what the key effective features are, then the effect may seem to
vary unpredictably. Note that study results being inconsistent is not the same as
the cause itself being inconsistent. As in the malaria case, it may be that the pop-
ulations studied were different in key ways.

Consistent findings may still be due to a common flaw or oversight in all the
studies. For example, if every study recorded birth order but not maternal age,
and maternal age is always a strong proxy for birth order, the link between birth
order and Down syndrome would be consistent, even though it is not causal.
Similarly, studies may all make the same mathematical error or may use the
same contaminated samples.
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Questions to consider when evaluating the consistency of a relationship
include:17 Were the methods replicated closely, or did the studies aim to repro-
duce the main effect? Was there significant variation in populations or methods
that may explain a failed replication? How consistent was the effect size across
the studies? Are the studies all sufficiently powered to detect the effect? Are the
various studies independent (or do they share funding sources, like the same
drug company paying for both)?

SPECIFICITY

If I told you that a single drug cured cancer, the common cold, and malaria, that
would seem quite unbelievable. On the other hand, we know that smoking leads
to many consequences for health, with varying intensity.

Specificity refers to not just how varied a cause’s effects are, but the strength
of its influence on each. This does not mean that a cause must have a single
effect (indeed, that is also rather unlikely), but that a more specific relationship
may provide stronger evidence than if a cause seems to have strong influences
scattered across a panoply of effects. While one medication may not completely
cure many diverse illnesses, for example, it may have a primary effect on one dis-
ease and lesser effects on others. Similarly, if someone claimed that cycling
reduced death by all causes, that would seem unbelievable. On the other hand, if
cycling’s main effect on health is claimed to be a reduction in obesity and death
due to cardiovascular causes, that is more credible.

In a sense, specificity also refers to how direct the relationship we infer is. At
one end of the spectrum we may see very fine-grained relationships, like finding
that campaign fundraising emails sent on Wednesday morning lead to more and
larger donations from the recipients than emails sent on Saturday evenings.
Compare this with just finding that a candidate sending emails is linked to rais-
ing more money.

Specificity often depends on the extent of our knowledge. If we know little
about how a cause works and what its primary effects are, we may see very indi-
rect evidence of this (e.g., examining only death rates of smokers versus lung
cancer incidence and death). While specificity is not necessary, a strong direct
relationship may be more readily accepted than one that is indirect. This is gen-
erally considered one of the less important criteria, though.18

Whether multiple effects are plausible depends on the mechanism of the
hypothesized relationship. If we think that bicycle helmets are protective because
they reduce head injuries, then a big reduction in head injuries and minimal
impact on other types of injuries would be more convincing evidence of this than
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all injuries being reduced. This is because a reduction in total injuries can also be
explained by the helmet-wearers being more cautious or experienced riders who
are less likely to be injured in the first place.19

Thus, when we consider specificity, it must be done in concert with the
strength of the association and must take into account our prior knowledge: Does
the cause have varied effects of identical strength? How does the extent of the
cause’s effects compare with what is expected?

TEMPORALITY

Did falling teen pregnancy rates lead to a rise in viewing TV shows about teen
pregnancy, or vice versa? As we discussed in depth in Chapter 4, the order of
events is a key clue toward causality. Sometimes we do not know which came
first, though: did a phone call change voters’ views or did they end up on a list of
people to be called because analysis of their demographic data predicted their
preferences? Sorting out the sequence of events is key to figuring out the true
direction of causality.

For instance, early symptoms of a disease may precede its diagnosis, but the
disease actually causes the symptoms. The order of an intervention and an out-
come is clear in a randomized trial and can be learned from observational time
series data (assuming measurements are made frequently enough that if A hap-
pens before B, these are observed in sequence), but studies using a single time
instance may face problems with this consideration. These cross-sectional stud-
ies take a snapshot of a population, such as surveying people about where they
live and what allergies they have. But this only tells us what is present at a single
time, so we cannot know whether someone had allergies before they moved to a
particular area or if these were triggered by the new environment.

While temporal priority means the cause is before the effect, we also must
consider how much time elapses between them. Whether a long time gap is
plausible depends on what we already know. If you see someone enter a steep
enclosed slide, you’ll expect them to appear at the bottom much sooner than if
the slide is less steep, so a long delay would be implausible in the first case and a
short delay would be unlikely in the second. We saw this in the psychological
studies from Chapter 4, where study participants thought a causal relationship
was more likely when the delays were short, except when they knew that the
mechanism of action would take longer to work. A period of only minutes
between asbestos exposure and developing cancer would be rather unbelievable,
while one between viewing calorie information and changing one’s order is more
likely.
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Similarly, even if the cause does happen beforehand, it may not be the only
thing happening at that time. If calorie counts are posted at the same time that
restaurants make drastic changes to their menus, then we can’t say which event
is responsible for changes in customers’ behavior. For example, some studies
have argued that elementary school teachers can have an effect on a person’s sal-
ary decades later.20 To find this plausible we must have reason to believe that
there’s an effect that continues from childhood (leading to some other chain of
events connected to salary) that isn’t confounded by a common cause and that
isn’t explained by some other intermediate causes.

Whether or not we see the cause occurring before the effect, key considera-
tions include: Is the seeming order of events correct or could it be an artifact of
how data are collected or an error? Is the time delay plausible given how the
cause may work? With a long delay, could the effect be due to other factors inter-
fering after the putative cause? Conversely, are there other things happening
around the same time as the cause that could explain the effect?

BIOLOGICAL GRADIENT

Essentially, does more of the cause lead to more of the effect? This is exactly
Mill’s method of concomitant variation.21 As the dose of the cause increases, the
response it elicits should increase too. The risk of disease should rise as workers
spend more time in an environment contaminated with asbestos, as their expo-
sure is increased. On the other hand, it seems implausible that exactly one glass
of wine a day would be the only amount that is good for health, since it is
unlikely that the body would be so sensitive to slightly more or slightly less. A
“dose” could also be based on distance, like how close London residents lived to
the contaminated pump in Snow’s discovery of the cause of cholera.22 If instead
everyone within a huge radius had the exact same risk of cholera, that would be
less compelling evidence than finding that risk decreased as distance from the
affected pump increased.

Further, if the exposure for an individual changes—a person stops taking a
medication, quits smoking, or reduces their sodium intake—then there should
also be changes in side effects, cancer risk, and hypertension if those are caused
by the exposure. This does assume, though, that the effect is not permanent.

Yet the same caveats to Mill’s method apply here too. As we saw with alcohol
and heart disease, risk is higher with both low and high consumption and
reduced in between, and many biological relationships have this sort of J-shaped
curve (as seen in Figure 5-1) where risk is higher at the low end of dosage, decrea-
ses near the middle, and then increases swiftly afterward.
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Key questions include: How does the amount (or likelihood) of the effect
change for various values of the cause? If we can control exposure for an individ-
ual, does that change that individual’s risk or outcomes? How accurately is dose
measured?

PLAUSIBILITY AND COHERENCE

Given what we currently know, is there a potential mechanism that could con-
nect the cause and effect?23 If we propose that excessive coffee drinking leads to
early death, this is much more believable if we have an idea of how this could
occur that fits with our current understanding of biology. For example, if too
much caffeine leaves people jittery and reduces their task awareness, they may
get into more accidents. On the other hand, if we propose that when the presi-
dent wears warm colors, the stock market goes up, and that cool colors make
stock prices plummet, this requires a huge leap from what we know about how
markets work.

Plausibility is not absolutely essential according to Hill, mainly because our
knowledge can be wrong and we simply may not know how a new cause works.
However, the importance of having a putative mechanism by which the cause
could produce its effect has been highlighted by others.24 Ultimately we may not
be able to require this evidence, but it can lead to higher confidence in our find-
ings. The more outlandish the relationship, the more this supporting informa-
tion is needed.

Similarly, is the potential relationship coherent given current knowledge?
Does it contradict generally accepted facts or is it compatible with what we know?
This is not a deal breaker, since our knowledge may be wrong. However, if a pos-
sible causal relationship goes against everything we know about physics, includ-
ing gravity, then we should be very skeptical.25

Note the difference between coherence and plausibility, though. Plausibility
means we can conceive of some way the relationship could work given what we
know. For coherence we may not have any idea how the cause could produce the
effect, but the two being connected does not contradict what we know. When
Snow first found an association between contaminated water pumps and cholera,
the idea of the cause being tiny bacteria in contaminated water was at odds with
the dominant view that it was caused by polluted air. Thus our idea of what is
coherent and what is possible changes over time as our knowledge changes.

When we evaluate whether a relationship is plausible or coherent, we must
also evaluate what we believe we already know. If the new relationship is in con-
flict, how certain are we that what we think we know is correct?
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EXPERIMENT

If we intervene to introduce the cause or increase its presence, does the effect
come about? The key difference between this and the other considerations is that
it requires actively manipulating something, while the other considerations can
come from observation alone. However, the experiments need not be random-
ized controlled trials on humans. In some cases those may be impossible, infea-
sible, or take too long to reach a conclusion, so experimental results could be
from in vitro studies or tests on animals. For example, while there were no
experiments forcing people to smoke, experiments showing that tar painted on
animals’ ears caused cancer in that body part provided supporting evidence that a
component of cigarettes could be carcinogenic. Experimenting allows us to sever
the link between what causes the intervention and what follows from it. Thus if
there is a common cause of both a spurious cause and an effect, manipulating
the spurious cause will have no impact.

For all the reasons we discussed in Chapter 7, we may fail to see a true causal
relationship in experiments (such as if the sample size is too small) and may also
find a spurious one (such as in nonblinded randomized trials). With animal stud-
ies, even if the results are positive, we must also carefully consider what evidence
we have that the cause should work the same way in the systems studied and in
humans. For example, treatments for sepsis that should have worked based on
studies in mice have failed to find success in humans. As a result, some have
questioned whether mice are good models for inflammatory disease in
humans.26

When an experiment does not use humans or is in vitro, we must determine
whether the model is representative of how the cause would work in humans.

ANALOGY

Finally, if we know of a similar causal relationship, the standards of evidence
may be lowered, since it has already been demonstrated that it’s possible for a
cause to do what we’re proposing. Say we learn that listing data on fat content in
foods at restaurants leads to a reduction in the fat content of people’s orders.
Then we might more readily believe that posting calorie counts can change
behavior, since we already know it is possible for nutrition data to change behav-
ior. Other examples are finding a virus more plausible as a cause of different can-
cers after knowing that human papillomavirus causes some cervical cancers.
Analogy can also mean using studies of animals to better understand humans, or
relating systems at different scales.
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Just as we have to evaluate how closely an experimental setup corresponds to
the system we’re interested in, we must examine what evidence we have that
what we learn from one scenario can be applied to another.

Remembering that there is no checklist for causality and no set of criteria
that must be or are always satisfied, these features tie together the probabilistic,
mechanistic, intervention, and experimental methods into a group of things to
consider.

In each case, the quality of the information itself must also be considered.
Randomized trials can be conducted poorly, associations can result from selec-
tion bias, and animal models may not be appropriate for a particular disease. The
standards of evidence, too, depend on what the evidence is being used to support
and the potential risks and costs of the resulting actions. Philosophers have
developed theories of evidence that try to describe what it means for something
to be evidence for a scientific hypothesis, though these are generally quite differ-
ent from how scientists actually view and use evidence, and often ignore the role
of the context in which the evidence is used.27

The standards of evidence are, for example, higher in a murder trial than
when trying to decide which child broke a vase, since the consequences of getting
it wrong are much worse in the first case than in the second. Weak evidence that
a daily square of chocolate improves people’s moods may be sufficient for an
individual to decide to keep eating chocolate, while it would not be sufficient to
create nutritional guidelines suggesting that everyone eat chocolate every day.

From causes to policies

Reduce the size of sodas. Post calorie counts in chain restaurants. Ban trans fats.
Lower the sodium content of restaurant foods. These are just some of the policies
New York City has considered or enacted to improve the health of the city’s
population.

If we know there are causal relationships between sugar, high-calorie foods,
trans fats, and sodium and various health conditions that we aim to improve, can
we know in advance whether the city’s actions will be successful? To understand
this we need to know what an intervention’s effects will be and how to choose
between potential interventions. The result of an action is not necessarily just the
particular effect we have in mind, though. Multiple things can follow from a
cause, and more vexingly, the act of intervening can lead to changes in how
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things are causally connected. We may find that a drug that lowers cholesterol in
one setting completely fails in another, because people change their diets for the
worse, thinking the drug will control their cholesterol anyway. In another case, if
standardized test scores are initially related to teacher quality, this relationship
may be weakened if test scores are used to evaluate teachers, who then focus
their teaching solely on test preparation.28

Nevertheless, we want decisions to be based on evidence, rather than anec-
dotes, and this evidence should be causal, rather than based on correlations.
Evidence-based medicine, design, education, and many other evidence-based
movements have emerged to promote this. These fields were not free of evidence
beforehand; rather, the proponents of evidence-based approaches attempt to for-
malize what counts as good evidence. Instead of simply determining whether
there is evidence to support a given hypothesis, they aim to distinguish between
strong and weak evidence, and promote the use of better evidence. The outcome
of all of this is often a hierarchy of evidence, where RCTs (or more specifically,
systematic reviews of multiple RCTs) are invariably at the top of the pyramid.29

Yet, these hierarchies don’t necessarily tell us what information is necessary for
our purposes and how to use it. While a perfectly conducted randomized trial
may be the best possible evidence in theory, in reality we are not comparing the
ideal experiment to an observational study. Instead, we might have contradictory
evidence from a small and biased randomized study and a large, well-conducted
observational one, or may only have nonexperimental evidence at our disposal.
Since we have to act on this kind of information in practice, knowing how to do
so in a better way is critical.

We’ll examine things to consider when implementing a policy and how to
generalize results. When I say “policy” or “intervention,” this could be a citywide
ban on smoking in public places to improve health, a change in the federal inter-
est rate to stimulate the economy, or just you not drinking coffee after 4 p.m. to
reduce insomnia. In all cases, a change is introduced for the purpose of achiev-
ing a particular goal. In some cases our evidence may be a policy implementation
in one place (say, calorie posting in New York City) that we want to use to achieve
the same goal in another.

Many cities, such as New York, London, and Paris, have implemented public
bike-sharing programs, where users can pick up a bike in one location and
deposit it near their destination. These programs aim to reduce the number of
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car trips, and improve the health of the population by fostering more physical
activity.30 Whether the programs can achieve this goal rests on the assumptions
that 1) riding a bicycle is an effective form of exercise, and 2) the program will
result in more bike riding (rather than people simply replacing their own bikes
with the shared ones). But how can we know whether these assumptions are rea-
sonable and what will happen if we try implementing a bike-sharing program in
another city?

The models we saw in Chapter 6 can be used to predict the effects of inter-
ventions. This assumes, though, that the model used is complete and correct—
and that what we learned in an experiment or pilot study will translate to the real
world. In those models, an intervention was a precise instrument that somehow
set a variable’s value as true or false without changing anything else. Models usu-
ally can only tell us what happens if we manipulate one thing at a time, but in
reality our interventions will introduce changes and have results that won’t be
predicted by these models.

Once a decision is made to promote cycling to improve health, we have many
ways of achieving that. We could give away bikes, host cycling lessons, introduce
bike shares, and so on. Each intervention may lead to different consequences.
Even once we pick an intervention target—say, bike sharing—we can implement
it in many ways. We must determine how the project should be funded, where
bikes should be placed, and whether helmets should be offered (or required), to
name a few considerations. Thus we are not only trying to determine which
cause to use to bring about an effect, but also exactly how to make the cause hap-
pen.

CONTEXT

One of the first things we need to understand is the context of an intervention.
Does bike sharing only work if there are protected bike lanes? Does it require a
sufficiently large existing cycling population? Does it depend on a densely popu-
lated city with many stations holding bicycles? Mackie’s approach and the causal
pies of Chapter 5 captured the idea of a set of conditions needed to be present for
a cause to produce an effect.

To successfully intervene, we need to know what factors make a cause effec-
tive, and that they are present where we plan to implement the policy. We also
need to know that factors that may prevent the cause from being effective are not
present. For example, a new medication will be ineffective in practice if, due to its
cost, patients fail to take the required doses.31 Bike shares might not be adopted if
there are no bike lanes and riders find it unsafe to share the road with car traffic.
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For example, one study found that there was a correlation between how often a
bike-sharing station was used in Washington, DC, and whether it was near bike
lanes.32

Understanding context can help us predict whether an intervention will suc-
ceed and explain why it may have failed. What I mean by context is the other
pieces of the causal pie or the other INUS conditions that are needed to enable
the cause to produce an effect. When these are missing, an experimental study
showing that an intervention worked in one place may fail to be reproduced in
another.

Mosquito nets are an important protection against malaria, but there are
many barriers to their use, including cost. Distributing nets for free should then
reduce malaria rates, but that is only true if the nets are used as directed. While
this is the case in most locations, in others the nets have been used for fishing,
since food is also scarce and hunger is a more immediate problem for the popu-
lation than malaria.33 Before implementing the intervention, then, either evi-
dence that nets will be used for the intended purpose or a policy to address these
hindering factors is also needed.34

One challenge is that many of these factors may not be known if they were
not measured. If it is true that bike lanes cause higher ridership (rather than bike
stations being placed near these lanes), then if we do not have information about
whether these lanes are present in a new location, or do not know in the first
place that this is necessary, the program may fail.

EFFICACY AND EFFECTIVENESS

An intervention totally failing to achieve its goal is an extreme case, but what hap-
pens in the real world (effectiveness) can also differ substantially from the predic-
ted results of an intervention learned from an idealized setting (efficacy).35 The
distinction between efficacy and effectiveness is most common in medicine, but
it is worth thinking about how these differ whenever we are using information
from a controlled setting to guide interventions in other contexts.

Measurements of blood sugar from fingerstick glucose meters, for example,
are less accurate in real-world settings than in more controlled ones, because
people are much less careful about contamination and washing their hands in
daily life.36 Medications that have high efficacy in a study when taken at the same
exact time every day may be far less effective in reality, when the timings vary
much more. Thus, if we simply assume an intervention’s effectiveness will be the
same as what is observed in a controlled study or a study in a different
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population, it may be overestimated. Patients may not take medications at the
correct times or in the correct doses, and may not complete their treatments.

How likely efficacy and effectiveness are to differ (and by how much) affects
our choice of interventions. Do we have reason to believe the same effect size will
be maintained in a real implementation? When choosing between interventions
we must not only examine what worked (e.g., what interventions reduced calories
ordered), but by how much (e.g., how many fewer calories were ordered). If in an
idealized setting, which is usually the best-case scenario, the calories ordered are
reduced by a small amount, then we should be skeptical that the effect size in
reality would be any larger. Similarly, the distribution of the effect size must also
be considered. If on average calories ordered are reduced by a small amount, we
should determine whether this amount is similar across all settings, or if this
average is obscuring extreme high and low values (many more calories ordered
in one place, and many fewer in another).

Understanding how the setting of an intervention may differ from that of
studies that discovered a causal relationship can help us predict potential failures
and develop different intervention strategies to avoid them. Thus, one of the con-
siderations when deciding on an intervention is not only how effective it was, but
whether it can succeed given the conditions that are actually present.

UNINTENDED CONSEQUENCES

A randomized trial called the Tennessee STAR program found that students
assigned to smaller classes did better on standardized exams than students
assigned to larger classes.37 Here we know the details of a specific implementa-
tion of smaller classes and, by randomizing the groups, the evaluators removed
the influence of any factor that may cause both smaller classes and better test
scores. After all, schools with smaller classes may do better for a variety of rea-
sons, and it may be that the small classes simply provide an indicator of whether
these features are present.

Concern over large class sizes in California and the positive results of the
STAR program in Tennessee led to a multibillion-dollar initiative to reduce class
sizes in California.38 In the experiment in Tennessee, students and teachers were
randomly assigned to classes of varying size. In California, incentives of $650
per student, paid by the state, were used to promote the reduction in class sizes.
The program was rapidly adopted, but of course with smaller classes and a stable
population of students, many more teachers were needed. Because the supply of
teachers could not keep up with the increasing demand, the share of inexper-
ienced teachers increased after the policy was implemented.39
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Low-income and mostly minority-serving districts, which took longer to
implement the policy due to classroom shortages, were at a disadvantage due to
the scarcity of teachers and their implementation delay. As a result, more than
20% of the teachers ultimately employed in these schools lacked credentials.40

Yet, one of the key findings of the Tennessee STAR RCT was that minority stu-
dents benefited most from smaller classes. California’s swift implementation of
the approach as an incentive program for all schools, leading to a surge in
demand for teachers and competition for them, meant that precisely the schools
that would have benefited most were left behind.

Ultimately the program was not considered a success. Any claims of a bene-
fit were inconclusive or small, and it was concerning that the program increased
the disparity in education. At the same time, even if the intervention in Califor-
nia did have a small effect in some schools, it did not come for free. Instead, the
billions of dollars used for the program were dollars not spent on other things,
and the space used for new classrooms was space taken from other areas, like
special education, computer labs, and libraries.41

Studies that focus on demonstrating a causal relationship generally do not
perform this cost–benefit analysis, but it’s crucial for implementation, where
resources are not unlimited and doing one thing means we cannot do another.42

In the small-scale implementation of the class size reduction program in Tennes-
see, only schools that already had enough space for the new classes participated,
and the size of the study was not sufficient to have an impact on the demand for
teachers.

To better predict whether the policy would be effective in California before
the implementation, we’d have to include context and constraints (such as space)
and determine how other variables will change, like resources being directed to
this program and away from others. Unintended consequences come in many
forms. In the simplest case, an intervention may have a side effect, meaning that
it not only causes the target outcome, but causes other things too. A medication,
for example, may relieve headaches but also lead to fatigue. This does not change
the properties of the system, though. On the other hand, one of the concerns
about bike sharing was that it may have a net negative impact on health if, for
instance, mostly inexperienced cyclists use the program and biking in cities is
unsafe.

This is what went wrong in the California class size reduction program. The
new policy didn’t just make classes smaller and leave everything else the same.
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The large-scale rapid implementation led to differences in teacher quality in
some areas, and less funding and space for other programs.

Beyond focusing on whether an intervention will directly achieve its goal, we
must consider what else may result. If predictions come from a model where we
simply set a class size variable as true or false, this doesn’t capture what will hap-
pen if class sizes are reduced through funding incentives that redirect resources
for other programs and if the newly created classes cannot be adequately staffed.
Ultimately, though, a more detailed model (whether a causal one that we learn or
a simulation one that we build) that includes not only a cause but the method of
implementation could let us compare different ways of reducing class sizes. That
is, we could evaluate the effects of targeting some low-achieving areas first, rather
than proceeding directly to statewide adoption, test different incentive programs,
and so on. Not all unintended consequences are negative, though. Some may in
fact provide more support for implementing a policy, by showing it has more
benefits than anticipated. For instance, if bike sharing reduced air pollution, that
would be a positive side effect.

These side effects sometimes arise because we cannot manipulate a single
thing in isolation. Instead of “the” intervention, multiple factors may need to be
changed simultaneously. We may not be able to just make shared bikes available;
rather, we may need to implement protected bike lanes at the same time as bike
sharing, whether due to a general desire to promote cycling or as a necessary
condition to ensure the safety of the program.

Thus, multiple policies may be enacted at similar times and may interact in
unpredictable ways. For example, a bike-sharing program where helmets are not
provided may be started at the same time as a law requiring helmet use is enac-
ted. The law could lower usage of the sharing program if people are not inclined
to carry around their own helmets. Multiple things changing simultaneously
adds to the challenge of both planning and evaluating interventions, since we
cannot immediately say which intervention caused any apparent effects. How-
ever, if we know about the different components, we can account for them.43
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Onward
Why causality now?

The need for causality

Thousands of years after Aristotle’s seminal work on causality, hundreds of years
after Hume gave us two definitions of it, and decades after automated inference
became a possibility through powerful new computers, causality is still an
unsolved problem. Humans are prone to seeing causality where it does not exist
and our algorithms aren’t foolproof. Even worse, once we find a cause it’s still
hard to use this information to prevent or produce an outcome because of limits
on what information we can collect and how we can understand it. After looking
at all the cases where methods haven’t worked and researchers and policy makers
have gotten causality really wrong, you might wonder why you should bother.

After all, we are no longer restricted to small experiments where we must
systematically change one thing at a time to uncover how a system works. We
now have large-scale data on people’s shopping habits, medical records, and
activities, all in a digital format. You likely carry an accelerometer and GPS with
you everywhere you go in the form of a cellphone, and your online activities are
tracked in a variety of ways. The nature of the Web, the spread of electronic medi-
cal records, and the ubiquity of sensors have enabled the generation of more data
on more activities by more people than ever before. With so much raw material,
maybe it does not matter why something works. According to some, we can mine
the data for correlations and that’s enough.1

When we have so much data at such a fine level of granularity—the
sequence of books an individual purchases, every step a person takes, and out-
comes for millions of political campaign phone calls—retailers can tailor ads to
potential consumers, fitness companies can estimate how many calories you’ve
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burned, and campaigns can find voters who may be persuadable. The huge vol-
ume of data can indeed make our predictions more accurate, and if all we want to
know is who is likely to buy a pair of shoes based on an ad, then maybe we don’t
care why the ads work or if we get a few predictions wrong. In that case, forget
about theory or explaining why something works; all the answers are in the data.

The word “cause” is not always used, of course. Analysis of these data may
uncover associations, correlations, links, tendencies, relationships, connections,
and risk factors. Yet even when the language is equivocal, findings are often still
acted upon as if they were causes. After all, we use these data to find out what
will happen mainly so we can alter or control outcomes. Even if you don’t analyze
these kinds of data at your job and have no interest in mining patterns from devi-
ces such as your fitness tracker, for example, you cannot avoid the results of
other people’s data analysis. Should you support a new policy that reduces insur-
ance premiums if people wear a pedometer? Why choose one medication over
another? As we have seen, correlations are of no help here. Even if we could per-
fectly predict and intervene on the basis of correlations, wanting to know why
things happen seems inescapable, starting from children obsessively asking
“why” to adults wanting to find fault or blame.

Far from being a “relic of a bygone age,” as Bertrand Russell said over a cen-
tury ago,2 causality—and the ability to think critically about it—is more necessary
than ever as we collect these increasingly large datasets. Understanding when we
can and cannot find causes is now as fundamental as being able to read and
write. As we do millions of tests to extract some meaningful signal buried among
the digital detritus, there is a larger chance of seeing something seemingly signif-
icant just by chance and an increased need for skepticism about any findings.3

When we cannot experimentally validate each finding individually, statistical
methods can help control the number of false discoveries, but knowing why a
spurious relationship may arise also lets us know when a finding is likely to be
just a correlation.

One of the misconceptions about so-called big data is that it is just more
data: more individuals, more timepoints, more variables. But collecting it is not
simply a matter of expanding a small dataset. To get a few phone numbers, we
can check our address books and carefully validate each contact. When we call a
friend on the phone, we know exactly what the phone number we have corre-
sponds to, whether it’s for an individual or shared by a household, and whether
the number is for a landline or a mobile phone. When we need millions of phone
numbers, on the other hand, we simply cannot know each person individually
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and must gather numbers from a mix of sources like commercial datasets and
phone listings, which may be outdated or incorrect and are not individually verifi-
able. Some people may have moved, some may have listed numbers under differ-
ent names, and some numbers may be disconnected. With larger data, the
chances of noise and error are often increased, so the tradeoff is not as straight-
forward as it may seem. Instead, there are more questions about data quality and
potential sources of error, bias, and missing data than with smaller controlled
datasets. With massive datasets, variables are harder to interpret and data are
often collected at different timescales. Rather than removing the need to know
why things happen, it makes this even more important.

We need not only causality, but also deep knowledge of a domain to even
understand if a test was successful and to interpret its results. In one project, I
analyzed data from neurological intensive care patients to find out what causes
secondary brain injuries in stroke patients. Patients in the intensive care unit are
cooled to promote healing, and some had body temperatures of 68 degrees recor-
ded. While this temperature seems unusually low, these patients have many
abnormal values, as they are critically ill. To know that 68 degrees would mean
very severe hypothermia and to be skeptical of this measurement requires some
prior knowedge of physiology. Figuring out exactly why such a low temperature
was recorded requires even more specialized knowledge. Many clinicians,
though, could look at this value and immediately know what happened. Temper-
ature is measured using a catheter placed in the bladder, so if the catheter slips
out of place it will measure room temperature, which is around 68 degrees. This
is obvious in hindsight, but only someone who understood the data and how it
was created could explain it.

Without such an understanding, someone who was just given a dump of
whatever was in the database to mine however they wished might incorrectly find
that low temperature predicts an improvement in patients’ condition since the
catheter slipping out might be followed by more attention from nurses, who
could then catch other problems quickly. Acting on such a correlation could lead
to ineffective interventions where patients are cooled to dangerous temperatures.

In addition to figuring out whether a value is correct, knowing what a vari-
able means and when it’s missing can be harder than it may seem. Computa-
tional methods nearly all assume that common causes are measured and that we
have the “right” set of variables. This isn’t enough, though, if the data are not
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indicative of the true state of a variable or a common effect is the only reliable
indicator of whether a cause occurred. A diagnosis may be mentioned in a
patient’s medical record because of billing reasons, because it was suspected the
patient has the condition, or because of a family history, among other reasons
(like copy and paste errors).4 Even though the value is present, it may not effec-
tively screen off effects of a cause if it does not accurately reflect whether a
patient has a particular disease, and its absence may be the result of a documen-
tation oversight. If a patient does have diabetes but this isn’t properly docu-
mented, then we might find incorrect correlations between high blood sugar and
insulin.

In some cases we also need a lot of prior knowledge to distinguish between
variables that are measured at different timescales (so all theoretically measura-
ble data points are there) and variables that have missing data. In data from hos-
pital records, billing codes can tell us what a patient was treated for, and
sometimes these records also contain a list of current conditions the patient has.
If asthma appears in a patient’s record on one visit but not others, how should
that be interpreted? It is unlikely that asthma was actually only true at one time
since it’s a chronic condition, but the patient may only be treated for it on one
instance (and thus only billed on that visit). Yet to know what data are missing (a
clinician incorrectly omitted asthma from a problem list) versus what is false (an
acute condition like the flu would not persist over time), we need to understand
something about not only the problem but how the data are generated.5

The best-case scenario is that errors are simply random noise that affect all
variables equally. In reality, though, devices have different error rates and people
may answer some questions more accurately than others. For example, if we ask
people whether they are smokers, some may lie while others may interpret the
question as asking whether they currently smoke or whether they’ve smoked
recently. Blood pressure measurements are notoriously unreliable, so we might
find that medication for hypertension ends up being a better indicator of whether
someone actually has high blood pressure. Of course, we’ll then find correlations
between this medication and other conditions rather than between hypertension
and other comorbidities. We need domain knowledge to understand that the
medication simply indicates who has hypertension, and the medication itself
does not cause the other diseases.

Finally, correlations from large datasets that weren’t initially created for
research purposes may have low generalizability, limiting our ability to apply
what we learn to new settings or in the future. In 2010, researchers tested
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whether Facebook users were more likely to vote in the US congressional elec-
tions if they received information on voting when they logged in and, in particu-
lar, whether seeing that their friends had voted led to higher turnout.6 Just over
60 million people received social messages that showed a subset of their friends
who’d indicated they’d voted on Facebook, while two smaller groups (both about
600,000 people each) received either just voting information such as a link to
find their local polling place, or no election information at all. Based on a com-
parison between the groups and cross-references against public voter records, the
researchers estimated that the social information led to a direct increase of about
60,000 votes (and indirectly led to another 280,000 votes).

Yet 60,000 more votes after appeals to 61 million people is still less than a
0.1% increase in the number of votes. The raw number may be substantial, but it
was the enormous network that enabled this untargeted approach. If this were
replicated in a smaller social network, to get a significant number of new votes
we’d need a different, more directed, approach. In fact, seeing pictures of close
friends was seemingly much more effective than seeing that distant connections
had voted, but doing filtering of this sort would require information on people’s
relationships. Given the small effect size, the differences between Facebook users
and those of other social networks, and the imbalanced group sizes, we can’t
immediately say that this is an effective intervention to use on other networks or
in elections outside of the United States.

Rather than giving up on causality, what we need to give up on is the idea of
having a black box that takes some data straight from its source and emits a
stream of causes with no need for interpretation or human intervention. Causal
inference is necessary and possible, but it is not perfect and, most importantly, it
requires domain knowledge.

Key principles

It would be easy to get the impression that there are many disconnected fields
working in isolation on tiny pieces of the problem, as researchers holed up in
their disciplinary silos argue over the best way to discover and use causes. There
is no apparent consensus, and every approach has so many limitations that the
whole enterprise may seem hopeless. Even if we want causes, perhaps we cannot
find them.

It is true that the problem of causality is not solved and there is no grand
unified theory for it. We cannot give a definition of a cause that works in every
single case we can come up with, and there is no method for finding causes from
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every type of data. Researchers may be motivated by how much is still unknown,
but if you’re not a researcher, what can you take away from this?

While we don’t know everything, we do know some things. More impor-
tantly and encouragingly, our understanding of causality has improved over time.
This is made possible partly by better data and more computing power, and
partly by the growing overlap between fields and interdisciplinarity.

CAUSATION AND CORRELATION ARE NOT SYNONYMOUS

Certainly one of the main takeaways of this book is that it is hard to find causes.
Much of the time we think we have found causes, we have in fact found only cor-
relations. And some of the time, even these correlations are spurious. This may
be a result of confounding (not measuring the right variables and finding a spuri-
ous relationship between effects of a shared cause), biases in how we seek and
evaluate information (confirmation bias meaning we find only positive exam-
ples), or many of the other factors we have examined.

Knowing all the ways we can find a correlation without there being a causal
relationship (and vice versa) is important since it helps us critically evaluate our
findings and assumptions and can prevent ineffective interventions. Say I find a
correlation between how far I run and my energy levels. Unexpectedly, running
longer seems linked with more energy. But if this is only because I run longer on
days when I have more free time and can sleep late, then all I’ve really learned is
that sleeping longer is associated with more energy, and a prediction that a mara-
thon will be followed by a huge burst of energy will surely fail. It also means that
my best strategy for feeling more energetic is getting more sleep, not running for
hours.

No matter how large the data, we cannot get away from this need to interrog-
ate our findings and ask “why?” Google, for example, used correlations between
people’s search terms and flu cases to predict flu trends ahead of the Centers for
Disease Control and Prevention.7 But such an approach can only work if people
are primarily searching because they have the symptoms, and not because they’re
concerned about a flu outbreak, because family members have flu symptoms, or
because they’ve heard about Google’s research. In fact, the performance of Goo-
gle Flu Trends deteriorated over time. In 2011 it predicted far higher flu levels
than were actually observed, and it continued overestimating for some time
after.8 Without understanding why something is predictive, we cannot avoid
unexpected failures.
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THINK CRITICALLY ABOUT BIAS

In a similar vein, while there are many places we can go wrong, identifying these
and being aware of them helps us develop better methods, avoid spurious infer-
ences, and make more effective interventions. One of the reasons we spent an
entire chapter on the psychology of causation is because knowing where we excel
at finding causes can help us design better methods for automating this process,
and knowing where we are prone to problems in our thinking lets us address
those weak areas. This may mean being more vigilant in avoiding cognitive bia-
ses,9 developing algorithms that can better handle selection bias,10 or delegating
data cleaning and analysis tasks to different people who are unaware of a study’s
hypothesis to avoid inadvertent confirmation bias.11

Psychology has provided insight into longstanding philosophical questions
(like the relationship between moral and causal judgments), and it has also sug-
gested we should be much more concerned with external validity and how we
evaluate methods for inference and explanation.

In many cases we need to collect much more data—and from different sour-
ces—than initially planned. A major finding from psychology is that people may
in fact disagree about both what caused an event and the relative salience of dif-
ferent causes for a single event. These disagreements may also stem from cul-
tural differences, which are important to be aware of as we develop methods for
finding causal explanations. In philosophy, where test cases are often evaluated
analytically to see whether a theory gives the expected answer, this implies that
the intuitions of one individual will not necessarily generalize.

What a Canadian professor believes caused someone to cheat on an exam
may not be the same as a farmer in rural India. Even in simple causal perception
studies like Michotte’s, not all participants perceive the scenes the same way.
Token causality is often much more complex, with different answers potentially
being right but more or less relevant in different cases. Car accidents may be due
to failures of the auto manufacturer, distracted driving, and bad weather all at the
same time, but what is important for a legal case will be different than for other
purposes. These differences in explanation also have implications for what deci-
sions juries make and, ultimately, the jury selection process.

Work in experimental philosophy has tried to outline just how variable these
judgments are and find what factors lead to differences in opinion and changes
in how cases are evaluated. While we do not yet have a perfect theory of how peo-
ple assign blame or identify token causes, the use of experimental methods from
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cognitive psychology to address philosophical problems is helping us move
beyond relying on the intuitions of individuals to evaluate methods.

To validate methods we need ground truth (what was actually the cause of an
event) so we can compare it to what the methods find. But if explanations are
subjective and the truth varies depending on who is asked, then we need to
reevaluate our validation schemes. For example, if we poll crowdworkers such as
Amazon Mechanical Turks, or survey users of a particular social network, we
should be concerned about cultural biases in our results and replicate the study
across a variety of contexts to ensure variety in the demographics of participants.

TIME MATTERS

On the evening of the presidential election in 1948, the Chicago Tribune printed
the famously wrong headline “Dewey Defeats Truman.”12 The paper had to go to
press before the results were conclusive, and the polls by Gallup, Roper, and
Crossley all predicted a decisive victory by Dewey. In addition to problems with
the sampling method that may have led to Republicans being overrepresented,
the agencies stopped polling early, with some ending as early as September, two
months before the election.13 They assumed that whether people would vote and
who they planned to vote for would remain the same during those final months.
Yet these poll results themselves may have influenced the election, as a seem-
ingly clear Dewey victory may have made his supporters overconfident and less
likely to vote while Truman supporters may have been motivated to increase
voter turnout.

In the same way calculators for disease risk may overestimate risk in a cur-
rent population using historical data, we must ask whether data and causal rela-
tionships could have changed over time and if they are still applicable at the time
of interest.

Whether for identifying causality among physical events (where delays
reduce causal judgment in the absence of mechanistic knowledge) or evaluating
policies (where timing is needed for both evaluating risk and determining effi-
cacy), we cannot ignore the timing of events. Time is central to our perception of
causality, as we expect to see an effect quickly follow its cause. We may expect
delays if we know something about the process by which the cause produces the
effect (e.g., smoking takes a while to lead to cancer), but the idea of a cause being
prior to the effect is key to many of the philosophical theories we have looked at
and supported by experiments in psychology.
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ALL EXPERIMENTATION IS NOT BETTER THAN ALL OBSERVATION

The question of whether to use observational or experimental studies is a false
dichotomy. In reality, we are unable to conduct experimental studies in every
possible case (does anyone want to be in the control group for a study testing
whether parachutes prevent death during skydiving?) and do not always need to
(physics and engineering, along with some simulations, could replace a para-
chute RCT). More importantly, as we have discussed, there are many ways to
conduct a randomized trial badly and cases where we can learn from observation.

Frustrated by the slow pace of medical research, a group of patients with
amyotrophic lateral sclerosis (ALS) designed their own study to test whether an
experimental treatment would slow the progress of their disease.14 A challenge
for this kind of patient-led study is creating a control group, since the patients are
highly motivated and proactive about their health. Instead, this trial used the
large amount of data that the participants and other patients had shared on the
social networking website PatientsLikeMe. With support from their doctors, the
experimental group added lithium to their treatment regimen and followed
themselves for 12 months as they rigorously documented their condition.

Since there was no blinding or randomization, the study was susceptible to
many biases. To address this, each patient was matched to not one but many
other patients who did not take lithium and had a similar disease course up until
the beginning of the study. By comparing them after adding the lithium treat-
ment, they could see whether there was a difference in disease progression. No
difference was found, and this negative result was confirmed by multiple
randomized trials.15 In some sense a negative result in this population is a stron-
ger finding than one from an RCT, since there are many factors that could have
biased the results in favor of the drug. Patients were not blinded and because
their outcomes were self-reported, cognitive biases may have led to them rating
their condition differently because they wanted the drug to work. In many cases,
a thoughtful combination of experimental and observational data can address the
limits of each. Further, when all draw the same conclusions, this bolsters confi-
dence in each.

A well-stocked toolbox

If all you have is a hammer, then every problem seems like a nail. The point of
discussing the weaknesses of each method in brutal detail is not to make it seem
like no method works, but rather to show that no method works in every circum-
stance. Probabilistic models are not the only approach for causal inference, and
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neither are counterfactuals the only way to explain an event. Methods are also
being used in unexpected ways across disciplines. Granger causality was origi-
nally developed for financial time series but has been used for analyzing neuro-
nal spike train recordings,16 and Bayesian networks were developed to represent
probabilistic relationships but have been used to model the psychological pro-
cesses underlying causal reasoning.17 No method or model works all the time;
you may need to look beyond your field for solutions to problems.

If there is any answer, it is that we need a plurality of methods. Each works
in different cases, so if you have only a single tool you can wield confidently, you
will find yourself frustrated by its limits. With some pain and effort most can be
adapted to different scenarios, but this is like saying a hammer can be adapted to
flip pancakes with a little duct tape and sheet metal. If you know that spatulas
exist, you can save yourself a lot of grief.

In recent years, there has been a growing awareness of the need for a set of
complementary methods, rather than a fixation on finding the one that will solve
all of our problems.18 Illari and Russo (2014), for example, recently proposed
what they call the causal mosaic view. Just as a tile’s role in a picture can’t be
understood by itself, what methods to use depend on the context, meaning the
problem at hand and the purpose.

This is part of a trend toward causal pluralism, and there are a plurality of
things one can be plural about. One may be plural about the definition of cause,19

evidence used to support it, and methods used to gather that evidence.20 For
practical purposes, we are usually less concerned with the metaphysics of causal-
ity, or what causes actually are, but note the difference between the last two
points. One could agree that there are multiple types of features that let us distin-
guish causes from correlation, such as believing probabilistic, interventionist,
and mechanistic approaches can all yield useful insight into causes. But within
these, even if you think interventionist methods are the only way to support
causal claims, there are different methods that can be used to get interventionist
evidence (just think of all the different experimental approaches from Chapter 7).
Similarly, there are multiple measures for causal significance that prioritize dif-
ferent features.

For some problems in machine learning, such as optimization, there’s a set
of theorems called “no free lunch.” These say that if a method is targeted toward
one type of problem, it will do worse on other types, and no method will be best
across all tests.21 This means that we cannot optimize for every possible problem,
so there is no way to get better performance on one without paying for it on
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another. This may seem problematic, since if we start with a new problem we
won’t know which method to use.

But we are not always starting without any knowledge at all. If we already
know something about the problem at hand and what tradeoffs we are willing to
make (such as accepting more false negatives to reduce false positives), we don’t
need a method that works best in every case; we just need to know how to choose
one for the particular problem being solved.

For example, if I want to evaluate whether posting calorie counts in restau-
rants actually led to fewer calories being consumed in a particular city, this is a
question about token causality and better suited to a counterfactual approach
than to Granger causality. On the other hand, if I had data from a pedometer,
networked scale, and calories consumed and wanted to predict weight based on
exercise and eating habits, then I’d be asking a different question requiring a dif-
ferent method. Here a Bayesian network may be a good choice, since it is better
suited for predicting the likely value of a variable based on the values of others in
the network. Yet if I wanted to learn how long it takes for blood sugar to rise after
high-intensity exercise, this would be a poor choice of method, and I should
instead pick something that lets me discover the timing of a relationship from
the data.

Most importantly, there are many things we do not yet know about causality,
and limiting ourselves to simply adapting existing methods means we may miss
important discoveries.

The need for human knowledge

As we develop better methods for finding causes and predicting future events, it
is tempting to automate more processes and slowly take humans out of the loop.
After all, humans are biased, irrational, and unpredictable, while a computer pro-
gram can faithfully behave exactly the same way every time it receives the same
inputs. However, the knowledge and judgment of people are currently needed at
every stage: deciding what data to collect, preparing the data, choosing how to
analyze it, interpreting the results, and determining how to act on them.

We’ve looked at how the search for a black box that goes seamlessly from
“raw” data to causes in an error-free way with no human input is misguided. But
it is also wrong to approach using causes in that same judgment-free way. If a
company advertises a product you’re not interested in or a website recommends
a movie you don’t like, the cost of these errors is quite low. But in many other
cases, like the wrongful conviction of Sally Clark, misusing causality can have
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serious consequences. We may put too much trust in an inference in one sce-
nario, while in others an algorithm may rely too much on general knowledge
without considering the specifics of a particular situation.

When your doctor tells you that you have high blood pressure and need to do
something about it, you don’t want her to blindly follow a set of guidelines.
Instead, you want her to take into account the other medications you may be on
(which may interact with drugs for lowering blood pressure) and your treatment
preferences and goals. The result may not be the optimal treatment according to
generic guidelines on treating blood pressure, but may be optimal for you as an
individual. This is because while high blood pressure can have serious health
consequences, lowering this is not your only goal and must be understood in
context with others. You may be on medications that interact with the proposed
treatments, be more likely to adhere to a treatment with daily dosing versus more
frequent intervals,22 or have constraints due to your health insurance. Just as we
cannot infer that something is a token cause based solely on a known type-level
relationship, we should not use only type-level information to make decisions
about token cases.

After we find causes, how we use them—and whether we should—needs to
take into account more than just the validity of the relationship.

At least 20 states in the US have adopted some form of evidence-based crim-
inal sentencing, which uses a calculation of future risk of recidivism to guide
sentencing.23 Much like medicine has advanced through standardizing processes
to ensure consistent and quality care based on evidence rather than intuition, this
approach aims to provide a more principled way of determining the risk an indi-
vidual poses and to reduce the potential for bias due to the discretion or judg-
ment of individual judges. It would be difficult to disagree with these principles
and goals.

However, these risk calculators take into account many characteristics other
than someone’s criminal record (like finances and employment status), and
include factors that are not within a person’s control (like gender). This means
that if two people commit the same crime, one may be deemed to have a lower
risk of recidivism if he lives in a neighborhood with fewer criminals or has a
steady job. While race is not explicitly taken into account, it is correlated with
many of the factors used. This has nothing to do with whether the individual has
a criminal history, or whether these factors were relevant to the crime. Rather,
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the approach is more like how insurance companies use actuarial tables to price
their products. An individual’s specific life expectancy isn’t really knowable, so
these tables calculate it for individual customers based on that of the groups to
which they belong (e.g., based on their age and gender).

Leaving aside whether different sentence lengths will really make people less
likely to reoffend and if measurements of how many people with various charac-
teristics were repeat offenders are correct,24 should this information be used to
determine sentence length?

Just because a cause can be used to make accurate predictions or to guide
decision-making does not mean it should be. Causal inference methods can only
tell us whether some groups have higher rates of recidivism, not whether a fair
society should use such group characteristics to punish individuals more harshly.
One of the dangers of mining large datasets for correlations is not knowing why
things work, but causal inferences can also be used to support unjust and dis-
criminatory practices while giving the appearance of fairness through objectivity.
Using causes responsibly means evaluating not only the statistical and methodo-
logical soundness of findings, but their ethical basis and consequences.

Instead of automating everything, we need to combine the benefits of
thoughtful human judgment with the advantages of computers that can mine
vast quantities of data in a way that a person cannot. Whenever we are faced with
a possible causal relationship, we must not only find evidence in its favor, but
interrogate it like a suspect. Is the evidence merely circumstantial (like a correla-
tion), or is there also a motive (a mechanistic explanation for why the cause
should produce the effect)? Are there mitigating circumstances, like a common
cause or some bias in the data? As the cost and risk associated with our findings
increase, so too must the burden of evidence. When it is not possible to find
causes with enough confidence, we must also be willing to communicate this
uncertainty, say we just do not know what the cause is—and then keep looking.
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Notes

Chapter 1. Beginnings
1 The statistic Meadow used can be found in Fleming et al.(2000). For Meadow’s
commentary on his use of that statistic, see Meadow (2002).

2 Meadow, who used the number in his testimony, was later found guilty of pro-
fessional misconduct and struck off the medical register, making him unable to
practice (though he was later reinstated on appeal).

3 See Thompson and Schumann (1987). Another famous example is the case of
Lucia de Berk, a nurse in the Netherlands who, like Clark, was wrongly convicted
before later being exonerated. De Berk cared for a number of patients who died
unexpectedly, and an expert witness calculated the odds of that occurring by
chance alone as 1 in 342 million. For more on Lucia de Berk’s case, see Buchanan
(2007). As in Clark’s case, this figure was equated to the odds of de Berk being
innocent, with the prosecution arguing that it was such a remote possibility that
it must be false.

4 It should be noted that SIDS is only one possible cause of what’s called SUDI
(sudden unexpected death in infancy). In fact, in Clark’s case there was key evi-
dence showing that one child had a bacterial infection that could have been
deadly. However, this evidence was not disclosed by the pathologist (he too was
later found guilty of serious professional misconduct and banned from practice
for a period of three years).

5 Aristotle’s discussion of causality can be found in Aristotle (1924, 1936). For an
introduction to causality in ancient Greece, see Broadie (2009).

6 Hume (1739, 1748)
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7 See Hripcsak et al. (2009) for more on how the specificity and uncertainty of
temporal assertions are related.

8 For example, see Lagnado and Speekenbrink (2010).

9 Note that Hume would disagree with this assessment, as he believed that if
there was a delay between cause and effect or a spatial gap, one could find a chain
of intermediate causes that would be contiguous and connect them.

10 For more, see Kant (1902, 1998).

11 For more on this, see Cartwright (1999, 2004) and Skyrms (1984).

12 Mackie (1974)

13 Suppes (1970)

14 Lewis (1973)

15 Technical introductions to this work can be found in Pearl (2000) and Spirtes
et al. (2000).

16 Lind (1757)

17 Snow (1855)

18 Koch (1932)

19 Hill (1965)

20 Granger (1980)

21 For an introduction to experimental philosophy, see Alexander (2012) and
Knobe and Nichols (2008).

22 This is particularly the case when there are cultural differences in causal judg-
ment. For example, some people may see a skill as an innate ability that people
either have or do not while others may think it is changeable based on context
and effort.

23 Appelbaum (2011)
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24 There is a great cartoon illustrating all the arbitrary patterns that can be found
at http://xkcd.com/1122/.

Chapter 2. Psychology
1 Caporael (1976)

2 Matossian (1989)

3 Spanos and Gottlieb (1976)

4 Spanos and Gottlieb (1976); Woolf (2000)

5 Sullivan (1982)

6 Schlottmann and Shanks (1992)

7 Roser et al. (2005)

8 Michotte (1946)

9 Leslie (1982); Leslie and Keeble (1987). Note that other work has found similar
results at six months with not just launching but also “chasing” sequences
(Schlottmann et al., 2012).

10 Oakes (1994)

11 Cohen et al. (1999)

12 Schlottmann et al. (2002)

13 Schlottmann (1999)

14 Badler et al. (2010)

15 Badler et al. (2012)

16 See Danks (2005) for more on the link between mechanistic and covariation
theories.

17 Interestingly, while 6-year-olds initially expressed skepticism about magic, they
were willing to revise that belief in light of apparent evidence to the contrary
(Subbotsky, 2004).
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18 Rescorla and Wagner (1972); Shanks (1995)

19 For more on the psychological theories, see Cheng and Novick (1990, 1992)
(probability difference), Cheng (1997) (causal power), and Novick and Cheng
(2004) (causal power).

20 Gopnik et al. (2001); Sobel and Kirkham (2006)

21 Gweon and Schulz (2011)

22 Sobel et al. (2004)

23 Shanks (1985); Spellman (1996)

24 Sobel et al. (2004). Note that in a training phase they were shown a separate
individual block that by itself makes the machine turn on, so children knew it
was possible for one block to operate alone.

25 For an overview, see Holyoak and Cheng (2011).

26 Ahn and Kalish (2000)

27 Ahn and Bailenson (1996)

28 Ahn et al. (1995)

29 Fugelsang and Thompson (2003)

30 Griffiths et al. (2011). For more on how mechanistic and covariation informa-
tion are integrated, see Perales et al. (2010).

31 See Gopnik et al. (2004); Griffiths and Tenenbaum (2005).

32 For an overview, see Lagnado et al. (2007).

33 Lagnado and Sloman (2004); Steyvers et al. (2003)

34 Schulz et al. (2007). Other work has linked the role of interventions to the
Bayesian network formalism. See Gopnik et al. (2004); Waldmann and Hag-
mayer (2005).

35 Kushnir and Gopnik (2005); Sobel and Kushnir (2006)
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36 For the full text of the pen problem, see Knobe and Fraser (2008).

37 For the original finding of the Knobe effect and full details on the study with
the chairman, see Knobe (2003).

38 For a few examples, see Knobe and Mendlow (2004); Nadelhoffer (2004);
Uttich and Lombrozo (2010).

39 Lagnado and Channon (2008)

40 In the original article, the park used for the survey isn’t specified, nor were the
ages and demographics of the participants. Later work (Meeks, 2004) noted that
the parks were Washington Square Park, which is in the middle of NYU, and
Tompkins Square Park, which also attracts students and younger people. In an
interview Knobe mentioned having participants from both Central Park and
Washington Square Park and finding statistically significant differences in their
responses, though these were not included in the paper. See http://www.full-
stop.net/2012/03/07/interviews/michael-schapira/joshua-knobe-part-2/.

41 Cushman (2008)

42 See Hitchcock and Knobe (2009) for more on the norm view.

43 Alicke et al. (2011)

44 For more on this, see Malle et al. (2014) as well as the extensive responses in
the same issue of that journal.

45 Henrich et al. (2010)

46 Choi et al. (2003)

47 Choi et al. (1999); Morris and Peng (1994)

48 Norenzayan and Schwarz (1999)

49 Zou et al. (2009)

50 Most studies have failed to show cultural differences in causal attribution of
physical events or causal perception, though some have shown differences in fea-
tures highlighted in explanations (Peng and Knowles, 2003) and in eye move-
ment when taking in a scene (Chua et al., 2005).
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51 What constitutes a placebo is not always so straightforward, and what is a pla-
cebo in one circumstance may not be a placebo in another. For more, see Grün-
baum (1981) and Howick (2011).

52 Kaptchuk et al. (2010)

53 Damisch et al. (2010)

54 Spencer et al. (1999)

55 Pronin et al. (2006)

Chapter 3. Correlation
1 Lombardi et al. (2009)

2 A review paper discussing some of the many studies and theories is Afari and
Buchwald (2003).

3 For a short overview of the difficulties in studying CFS, including differences in
definitions, see Holgate et al. (2011).

4 Some of the studies failing to replicate the CFS/XMRV link include Erlwein et
al. (2010) and van Kuppeveld et al. (2010).

5 Lo et al. (2010)

6 The second article to come out was retracted by the authors (Lo et al., 2012),
and the article by Mikovits’s group was first retracted partially by a subset of
authors (Silverman et al., 2011) and then fully (Alberts, 2011) by the journal Sci-
ence.

7 Other teams showed how the results could have been due to contamination by
XMRV and determined that the virus actually originated in the lab, through
recombination of two other viruses. Four papers in the journal Retrovirology
focused on the question of contamination (Hué et al., 2010; Oakes et al., 2010;
Robinson et al., 2010; Sato et al., 2010), while a later paper examined the origins
of XMRV (Paprotka et al., 2011).

8 Cohen (2011)

9 Alter et al. (2012)
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10 Mathematically, the Pearson correlation coefficient (introduced by Karl Pear-
son) is defined as:

r = ∑ X − X Y − Y

∑ X − X 2∑ Y − Y 2

where X denotes the mean. Notice that in the numerator we’re summing the
product of how much X and Y at one measured point deviate from their average
values. In the denominator we capture the individual variation.

11 The Pearson correlation coefficient involves dividing by the product of the stan-
dard deviations of the variables. Thus if either standard deviation is zero, the
measure will be undefined as a result of the division by zero.

12 Salganik et al. (2006), for example, showed one way in which the songs that go
on to become hits can be unpredictable and that success is not influenced solely
by quality. For more on this, see Watts (2011).

13 Noseworthy et al. (1994)

14 For further reading on other cognitive biases, see Tversky and Kahneman
(1974).

15 Patberg and Rasker (2004); Redelmeier and Tversky (1996)

16 DuHigg (2012)

17 Narayanan and Shmatikov (2008)

18 Koppett (1978)

19 Messerli (2012)

20 Pritchard (2012)

21 Waxman (2012)

22 Höfer et al. (2004); Matthews (2000)

23 Linthwaite and Fuller (2013)

24 Heeger and Ress (2002)
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25 Bennett et al. (2011)

26 Fisher (1925) originally suggested that 0.05 may work well, not that it should
be used by everyone in all cases.

27 Stoppard (1990). Amusingly, the number of heads in a row was increased
from the original play.

28 The p-value is 0.022 since the probability of 10 heads (or 10 tails) is 0.001 and
the probability of 9 heads (or 9 tails) is 0.01 and we add all of these together.

29 For a thorough (and technical) introduction to adjusting for multiple hypothe-
sis testing, see Efron (2010).

30 For more on the view that one should not adjust for multiple comparisons, see
Rothman (1990).

31 In Chapter 6 we will look more at this and how these so-called violations of
faithfulness affect our ability to infer causes computationally.

Chapter 4. Time
1 Leibovici (2001). Responses to the article were published in the April 27, 2002
issue of BMJ.

2 Another possible definition that captures the asymmetry is that intervening on
the cause changes the effect while intervening on an effect has no impact on a
cause. However, this has other troubles, since we often cannot intervene or can-
not intervene while keeping everything else the same.

3 Michotte (1946)

4 For more on this, see Joynson (1971).

5 Michotte (1946), 69, 166. Exact descriptions by the study participants and num-
bers of participants using each description are not given.

6 Michotte (1946), 63

7 In earlier work, Heider and Simmel (1944) created a similar, longer video with
more complex movements. Participants, unprompted, described the events in
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terms of animate objects with intentions and engaging in activities such as fight-
ing and chasing, despite the objects being only triangles and circles.

8 Michotte (1946), 249, 347

9 64% of participants in Beasley (1968) described the motion as causal, while
87% in Gemelli and Cappellini (1958) did.

10 Michotte (1946), 347

11 Buehner and May (2004)

12 Greville and Buehner (2010); Lagnado and Speekenbrink (2010)

13 Faro et al. (2013)

14 Bechlivanidis and Lagnado (2013)

15 Because friendships often develop among people who share many traits (simi-
lar personalities, or a common environment), it’s generally not possible to distin-
guish between these explanations even with timing information due to the
confounding effects of these (often unobservable) shared traits. See Shalizi and
Thomas (2011).

16 Reichenbach (1956)

17 For an introduction to Bayesian Networks, see Scheines (1997).

18 Einstein et al. (1935)

19 Born and Einstein (1971)

20 While the EPR paradox was initially proposed as a thought experiment, it was
later demonstrated experimentally by Ou et al. (1992).

21 See Cushing (1998) for an overview.

22 For more on time and time travel, see Price (1997) and Lewis (1976).

23 This correlation comes from a website that automatically generates correlations
between various time series: http://www.tylervigen.com.
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24 This example was first used by Johnson (2008). Fatality data are from http://
www-fars.nhtsa.dot.gov/Main/index.aspx. Lemon data are estimated from the origi-
nal figure in Johnson (2008).

25 These data are from http://www.autismspeaks.org and http://www.telegraph.co.uk/
finance/newsbysector/retailandconsumer/8505866/Forty-years-young-A-history-of-
Starbucks.html.

26 Stone et al. (2013)

27 Ridker and Cook (2013)

28 http://www.cdc.gov/tobacco/data_statistics/fact_sheets/fast_facts/

29 There was debate about this criticism of the calculator, with some suggesting
that the cohorts compared against had underreporting of stroke and heart attack
events. See Muntner et al. (2014).

30 Sober (1987, 2001)

31 One can repeatedly difference data, and can also difference from year to year to
remove seasonality. For classic tests for stationarity see Dickey and Fuller (1981);
Kwiatkowski et al. (1992).

32 For arguments against differencing, see Reiss (2007).

33 Newburger et al. (2004)

34 David et al. (1991)

Chapter 5. Observation
1 In the work this statistic comes from they actually said that “those who finish
high school, work full time, and marry before having children are virtually guar-
anteed a place in the middle class. Only about 2 percent of this group ends up in
poverty.”(Haskins and Sawhill, 2009, 9)

2 There is some evidence that when lack of money is the main obstacle, cash
transfers can be an effective intervention. See Baird et al. (2013) for comparisons
of conditional and unconditional programs and Haushofer and Shapiro (2013)
for a review of one unconditional cash transfer program.
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3 This is an ongoing study that has tracked the health of multiple generations of
residents in Framingham, Massachusetts. For more information, see http://
www.framinghamheartstudy.org.

4 Mill (1843)

5 There’s another meaning of sufficiency when it comes to computational meth-
ods. It refers to which variables are included in data.

6 Depending on the hypothesized mechanisms—how the cause produces the
effect—it may be the case that the relationship should be deterministic.

7 Corrao et al. (2000)

8 Nieman (1994)

9 Mostofsky et al. (2012)

10 Snow (1855)

11 Snow (1854)

12 Snow (1854)

13 Rothman (1976)

14 Mackie (1974)

15 Carey (2013)

16 Dwyer (2013)

17 Carey (2012)

18 For a basic introduction to statistical power, see (Vickers, 2010).

19 Rates vary slightly across countries, but there have been a number of large-
scale studies using SAH registries that give similar figures (Korja et al., 2013; de
Rooij et al., 2007; Sandvei et al., 2011).

20 Eikosograms used to represent probability were introduced by Cherry and Old-
ford (2003).
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21 Maurage et al. (2013)

22 For more on screening off, see Reichenbach (1956).

23 Simpson (1951) is credited with popularizing the seemingly paradoxical results
that can arise based on these interactions of subgroups. However, it was also
described earlier by Yule (1903), so it’s sometimes called the Yule-Simpson para-
dox. It may also be attributable to Pearson et al. (1899), who worked with Yule.

24 Baker and Kramer (2001)

25 Bickel et al. (1975)

26 Radelet and Pierce (1991)

27 Simpson (1951), 241

28 For more discussion of Simpson’s paradox and attempts to resolve it see
Hernan et al. (2011); Pearl (2014).

29 Hume (1739), 172

30 For more on this, see Lewis (1986b).

31 For more on structural equations and counterfactuals see Pearl (2000); Wood-
ward (2005).

32 Lewis (2000) later revised his counterfactual theory, to take into account the
manner in which the effect occurred and that this could differ without the fact of
it occurring differing.

33 Rhonheimer and Fryman (2007)

Chapter 6. Computation
1 The FDA Adverse Event Reporting System (AERS); see http://www.fda.gov/
Drugs/GuidanceComplianceRegulatoryInformation/Surveillance/AdverseDrugEf-
fects/.

2 Tatonetti et al. (2011)

3 Tatonetti et al. (2011)
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4 One key method is fast causal inference (usually abbreviated as FCI). For
details, see Spirtes et al. (2000). There have been some extensions of FCI to time
series data as well (Eichler, 2010; Entner and Hoyer, 2010).

5 Meek (1995); Spirtes (2005)

6 For more, see Andersen (2013).

7 In addition to trying to make the data stationary, there are some methods
specifically developed for inference in nonstationary time series. For example,
see Grzegorczyk and Husmeier (2009); Robinson and Hartemink (2010).

8 For example, see Pivovarov and Elhadad (2012).

9 For an overview, see Scheines (1997).

10 This is somewhat controversial among philosophers. For arguments against it,
see Cartwright (2001, 2002); Freedman and Humphreys (1999).

11 For more on Bayesian networks, see Charniak (1991).

12 That is P(B, A) = P(B|A)P(A).

13 For more on dynamic Bayesian networks, see Murphy (2002).

14 For an overview and comparison of software, see http://www.cs.ubc.ca/~mur-
phyk/Software/bnsoft.html.

15 One early method of this type is described by Cooper and Herskovits (1992).

16 A common one is the Bayesian information criterion (Schwarz, 1978).

17 Cooper (1999)

18 http://www.federalreserve.gov/faqs/currency_12773.htm

19 As the number of variables increases, the number of potential graphs grows
superexponentially.

20 Cooper and Herskovits (1992). Another trick is to periodically restart the
search with a new randomly generated graph.

21 One constraint-based method is FCI (Spirtes et al., 2000).
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22 For further reading on Bayesian networks, see Cooper (1999); Spirtes et al.
(2000).

23 Kleinberg (2012)

24 An overview is given in Fitelson and Hitchcock (2011).

25 This is what Eells (1991) does with the average degree of causal significance.

26 This is the approach taken in Kleinberg (2012). Note that in that work, causes
can be more complex than variables, and may include sequences of events or
properties that are true for a duration of time.

27 See Chapters 4 and 6 of Kleinberg (2012) for more on calculating causal signif-
icance and choosing thresholds for statistical significance.

28 For more on this, see Kleinberg (2012) and Efron (2010).

29 For more on how to find the timing of causal relationships in a data-driven
way, see Chapter 5 of Kleinberg (2012).

30 See the original paper (Granger, 1980).

31 One toolbox for testing multivariate Granger causality is provided by Barnett
and Seth (2014). Tests for bivariate causality exist for many platforms, including
R and MATLAB.

Chapter 7. Experimentation
1 Grodstein et al. (1997)

2 Mosca et al. (1997)

3 Hulley et al. (1998)

4 Writing Group for the Women’s Health Initiative Investigators (2002)

5 One of the primary interventionist theories of causality is that of Woodward
(2005).

6 Holson (2009)

7 For more on RCTs in recent political campaigns, see Issenberg (2012).
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8 Green (2012)

9 Lind (1757). For more on the history of RCTs before and after Lind, see Bhatt
(2010).

10 Lind (1757), 149

11 This happened, for example, in some AIDS drug trials (Collins and Pinch,
2008).

12 There are a number of challenges with this design, including ensuring compa-
rability between groups and a sufficient number of clusters (Campbell et al.,
2004).

13 Keeter et al. (2008). For more on survey research, see Groves et al. (2009).

14 For some studies, IRB approval may not allow researchers to use data collected
for participants who do not complete the full study, though some guidelines
explicitly require this to be used to avoid bias. The FDA’s guidance, for instance,
requires data prior to withdrawal to be used in analysis (Gabriel and Mercado,
2011).

15 For more on the issue of loss to follow-up, see Fewtrell et al. (2008).

16 For a history of the streptomycin trial, see Crofton (2006).

17 To ensure gender balance between the groups, there were actually sets of enve-
lopes created for men and women, with the appropriate one from each group
opened in sequence.

18 For more on the ethics of this, see Macklin (1999). For a study of patient per-
spectives, see Frank et al. (2008).

19 For an overview of the placebo effect, see Price et al. (2008).

20 For some examples, see Kaptchuk et al. (2010).

21 Beecher (1955)

22 Blackwell et al. (1972)

23 For a general introduction, see Schulz and Grimes (2002).
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24 Noseworthy et al. (1994)

25 Triple-blind can also mean that the people receiving treatment, administering
treatment, and evaluating outcomes do not know the group assignments.

26 Young and Karr (2011)

27 A recent example is the new Registered Report publishing model (Chambers et
al., 2014).

28 One study compared antidepressant trials registered to those published, find-
ing study outcome highly correlated with eventual publication (Turner et al.,
2008).

29 This is not as far-fetched as it may seem. See Boyd et al. (2005); Hajjar et al.
(2007).

30 For example, see Rothwell (2005).

31 Heres et al. (2006)

32 For example, see Moher et al. (2001).

33 Rothwell (2005)

34 For an overview, see Kravitz and Duan (2014).

35 March et al. (1994)

36 Kleinberg and Elhadad (2013)

37 For a discussion of this distinction in the context of computer science, see
Drummond (2009).

38 Prinz et al. (2011)

39 Begley and Ellis (2012)

40 Young and Karr (2011)

41 Klein et al. (2014)

42 Herndon et al. (2014)

224 | WHY



43 For example, some arbitrage opportunities diminish after academic papers are
published about them (McLean and Pontiff, 2015).

44 For more on mechanistic causality, see Glennan (2002); Machamer et al.
(2000).

45 Russo and Williamson (2007)

46 For example, see Charney and English (2012); Fowler and Dawes (2008).

Chapter 8. Explanation
1 This story was described in Vlahos (2012).

2 See Lange (2013).

3 For more on explanation in history, see Scriven (1966).

4 The Pastry War of 1938 started with damage to a French pastry shop in Mexico.

5 For more on this, see Hausman (2005). For a discussion of some of the chal-
lenges, see Hitchcock (1995).

6 For an overview, see Sloman and Lagnado (2015).

7 Mandel (2003)

8 For more examples and experiments demonstrating this, see Spellman and Kin-
cannon (2001).

9 Cooke (2009); Cooke and Cowling (2006)

10 Lewis (2000)

11 Many studies show this effect in trained athletes, but it has also been demon-
strated in previously sedentary subjects who are given an exercise program; for
example, see Tulppo et al. (2003).

12 For the alternate view that subjectivity is a feature and not a bug here, see Hal-
pern and Hitchcock (2010).

13 Dalakas (1995)

14 For a study of this uncertainty in medicine, see Hripcsak et al. (2009).
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15 For a detailed discussion of this approach, see Kleinberg (2012).

16 This idea, called the connecting principle, was introduced by Sober and Papi-
neau (1986).

17 A fuller description of this approach appears in Kleinberg (2012).

18 Probability trajectories are discussed in Eells (1991).

19 Eells (1991) defines two more relationships. When there’s no change in proba-
bility, the effect is independent of the cause, and when a probability increases but
then decreases (like in the first flu exposure example), the effect occurs autono-
mously.

20 Most approaches have focused on high-level algorithms, not the details of their
implementation and use. One exception is Dash et al. (2013).

21 For the classic text, see Hart and Honoré (1985).

22 Saunders System Birmingham Co. v. Adams (1928)

23 For an in-depth discussion of this case and the law, see Wright (2007).

24 Fischer (2006). For more on intuitions versus legal conclusions see also
Fischer (1992).

25 Examples of this type are discussed in more depth in Spellman and Kincannon
(2001), which also contains examples of different jury instructions.

26 For some problems with the NESS approach, see Fumerton and Kress (2001).

27 For more see Carpenter (1932); Wright (1987).

28 R v. Jordan (1956)

29 Note that there is some controversy over this case, and there have been argu-
ments that it was wrongly decided. See White (2013).

30 Lin and Gill (2009)

31 For an overview of this practice, see Mott (2003).

32 Lopes (1993)
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33 Pennington and Hastie (1992)

34 For a case study of how this worked in the O. J. Simpson case, see Hastie and
Pennington (1996).

35 For more on the effect of order of evidence presentation, see Pennington and
Hastie (1988).

36 Discrediting based on linked evidence was shown in experiments with mock
juries (Lagnado and Harvey, 2008).

37 Devine et al. (2001)

38 For an overview of research on real juries, see Diamond and Rose (2005).

39 Diamond et al. (2003)

40 For more on narratives with real juries, see Conley and Conley (2009).

41 Diamond et al. (2003), 38

Chapter 9. Action
1 For overviews of the many studies in this area, see Swartz et al. (2011). This
review was later expanded and updated to include hypothetical food choices
(Kiszko et al., 2014). See also Krieger and Saelens (2013).

2 Elbel et al. (2009)

3 Carels et al. (2007)

4 Downs et al. (2013)

5 See Ellison et al. (2014) and Sonnenberg et al. (2013).

6 Bollinger et al. (2011)

7 For example, Dumanovsky et al. (2011) reviews some menu changes after the
New York City law.

8 Kearney and Levine (2014)

9 Vandenbroucke (2004)
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10 As the satirical article by Smith and Pell (2003) points out, there has never
been an RCT testing parachutes.

11 Hill (1965)

12 For more on why these cannot be treated as a checklist, see Rothman and
Greenland (2005) and Phillips and Goodman (2004).

13 For more discussion on the role of Hill’s considerations, see Höfler (2005);
Ward (2009).

14 Erickson (1978)

15 For more discussion of this, see Howick et al. (2009).

16 Schoenfeld and Ioannidis (2013)

17 For more on conducting and evaluating replications, see Brandt et al. (2014).

18 Hill (1965), for example, didn’t think this could be required and others dis-
agreed with its inclusion more strongly, though the criticism has focused on
whether it requires causes to have a single effect (Rothman and Greenland,
2005). For a more positive view of the role of specificity, see Weiss (2002).

19 This example comes from Weiss (2002).

20 Hanushek (2011)

21 See Chapter 5 for discussion, and Mill (1843).

22 Snow (1854)

23 Mechanisms are discussed in Chapter 7. For more, see Glennan (1996) and
Machamer et al. (2000).

24 Russo and Williamson (2007)

25 For more on types of coherence, see Susser (1991).

26 Even researchers analyzing the same data with different methods have also
come to different conclusions about this (Seok et al., 2013; Takao and Miyakawa,
2014).
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27 For an overview, see Reiss (2014).

28 What’s called Goodhart’s law essentially says that once we use a performance
measure for policy purposes, it’s no longer an accurate measure of performance.
For more, see Chrystal and Mizen (2003).

29 For example, Guyatt et al. (2008); Howick et al. (2011).

30 DeMaio (2009)

31 Goldman et al. (2007)

32 Buck and Buehler (2012)

33 McLean et al. (2014)

34 For more discussion on the role of supporting factors, see Cartwright (2012).

35 For an overview of the difficulties of translating efficacy to effectiveness in the
health domain, see Glasgow et al. (2003).

36 For example, Perwien et al. (2000).

37 Blatchford and Mortimore (1994)

38 Bohrnstedt and Stecher (2002)

39 Jepsen and Rivkin (2009)

40 Bohrnstedt and Stecher (2002)

41 Bohrnstedt and Stecher (2002)

42 Class size reduction, for example, needs to be compared against other initia-
tives that may produce similar outcomes with different costs (Normore and Ilon,
2006). See also Krueger (2003); Krueger and Whitmore (2001).

43 For example, Craig et al. (2008) cover the development and evaluation of com-
plex medical interventions, and many of the guidelines are applicable to other
areas.
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Chapter 10. Onward
1 This was proposed as early as 2008 by Chris Anderson on the Wired website:
“Petabytes allow us to say: ‘Correlation is enough’” (Anderson, 2008).

2 Russell (1912)

3 See the discussion of multiple comparisons in Chapter 3.

4 For more on some factors affecting diagnosis code accuracy, see O’Malley et al.
(2005).

5 For more on distinguishing between chronic and acute conditions based on
documentation patterns, see Perotte and Hripcsak (2013).

6 Bond et al. (2012)

7 Ginsberg et al. (2009)

8 Lazer et al. (2014)

9 Note that even being aware of bias doesn’t mean we are able to completely
avoid it. For a nontechnical overview in the context of decision-making, see Kah-
neman et al. (2011).

10 For a few examples, see Bareinboim and Pearl (2012); Robins et al. (2000);
Spirtes et al. (1995).

11 For more methodological considerations, see Young and Karr (2011).

12 Henning (1948)

13 Mitofsky (1998); Sudman and Blair (1999)

14 Wicks et al. (2011)

15 For a broader discussion of studies of ALS treatment and more discussion of
the different studies on lithium, see Mitsumoto et al. (2014).

16 In fact, one of the few software packages that include multivariate Granger cau-
sality was developed by neuroscientists (Barnett and Seth, 2014).

17 For an overview, see Holyoak and Cheng (2011).

230 | WHY



18 For an overview, see Godfrey-Smith (2010).

19 This is called metaphysical pluralism (Psillos, 2010).

20 Russo (2006)

21 For a concise explanation, see Ho and Pepyne (2002). For a more in-depth
explanation, see Wolpert and Macready (1997).

22 Many studies have examined the link between dosing schedules and how well
people adhere to their regimens. For one review, see Claxton et al. (2001).

23 For an overview, see Slobogin (2012). For discussion of problems and ethics,
see Sidhu (2015); Starr (2014).

24 When instruments are validated based on comparisons against arrests or
reports, that still doesn’t tell us how many crimes were actually committed—only
how many people were caught. Arrest rates may be higher in some neighbor-
hoods than others even if the level of criminal activity is the same.
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